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Abstract—Security is assuming increasing importance in current document [1] has a single author, it represents acbro

emerging networks. To ensure application security, the roting  consensus within the two Directorates concerning the path t
protocols are assumed to be trusted. Correct forwarding of pck- be followed

ets requires the prior exchange of information among routes, This effort has t . teps:
using the appropriate routing protocol. Valid construction of the IS efiort has two major steps.
routes requires that the exchanged information be receivedrom 1) enhancing the current authentication mechanism of the

a legitimate neighbor, and that it not be altered en route, ie., base routing protocol, to ensure that it employs mod-

the inter-router communication has to be secure. This reques, ern cryptographic algorithms and methods for its basic
In turn, an architecture for managing the necessary SeCUry . i
operational model;

associations and keying material within an administrativeregion. -
After reviewing current work and existing security tools, a 2) defining the use of a key management protocol (KMP)
proposal is made for a novel architecture to manage the route for creating and managing the session keys used in the

updates. The operations within this architecture are detded, and message authentication and data integrity functions of
its advantages are explained. the base routing protocols.

Index Terms—Routing; Security; Key Management ] .
J v Key 9 The second step provides the potential to replace error-
|. INTRODUCTION prone, labor-intensive, and insecure operational prdtm_lu
Th . ¢ K h h . ivol with an automated procedure, where keys can be effectively
N rou_tlng ol pac ets through an _mternet_mvo Ves tv‘_’fﬁanaged with less overhead than is presently required for
levels:routing, which is the exchange of information to permit - al keying
gete.rmw.ung thz best d.path fk(]).rr?.pa(;]ket to t"’;ke to(\j/\(ard S This paper presents a possible structure for an automated
estllna}tlon, al? or:/var |ng,.WC;c S t, e act of sending akey management system, which brings together existingn“sta
part|CL_| ar [:r)1ac etc oser tc; 'tﬁ' estmauon. dard” security solutions; recently-proposed extensiorthése
During the execution of the routing process, care must gﬁandard procedures, which encompass the multicast aade; a

ltakgn to eTsurehtSat t”hehroutlng T]forlmgu?n 'Z (fexchang$ Wl novel architecture for the management of keying material.
egitimate “neighbors” (however this is defined for a par In Section Il, we outline current work that is relevant to the

routing protocol), otherwise an incorrect forwarding pathy problem. In Section Ill, we discuss the existing securityiso

be dgﬂr?ed.. , L , _Section IV presents our model of the expected communication
This implies the necessity for authentication and Intggr”'among the routers. Section V outlines the architecture ef th

protection for the exchanged routing packets, i.e., “segur ., ,sed solution, while Section VI discusses the operatio
these packet exchanges. Unfortunately, for those Inteongt of the system. Section VII gives our conclusion.

ing protocols for which security specifications are defined,
most of the existing specifications are for manual keying 1. CURRENT WORK

procedures, which are inappropriate for a large internet. In this section, we give examples of near-neighbor commu-
In emerging networks, more and more emphasis will kgcation in routing protocols. We then discuss our assumngti

placed on the security of the exchanges. Trust at the applig;d some requirements that a key management system must
tion level must be based on the existence of trust at the lowgget.

levels. If routing-level security is based on manual prared, _ o
then the necessary trust cannot be maintained. Deployrfienf'o Near-neighbor communication for routers
automated procedures for managing security in routinghweill  Routers communicate with their “neighbors” to establish
an essential part of all networks. the best route for a packet to take. A “neighbor” is likely
Within the Internet Engineering Task Force (IETF), théo be defined differently for different routing protocolsorF
Area Directors responsible for routing and the Area Dirextoa unicast routing protocol such as OSPF [2], a neighbor is
responsible for security have realized that a “road map” fgpically directly connected. For an exterior routing ol
necessary to ensure that security goals are (eventually) rsech as BGP [3], a neighbor may be in a different Autonomous
while incremental progress is made in making the routingystem (AS). For a multicast routing protocol such as PIM-
protocols more secure. They have started an effort with8M [4], a neighbor is always directly connected (either on a
the IETF to design a framework for this roadmap. While thehared medium or at the other end of a point-to-point link).



Router-to-router communication may be one-to-one or onleecause continuous operation is not necessary. In additien
to-many. Securing this communication is typically achikvescope of the central manager’s operation is a single adminis
by establishing an IPsec Security Association (SA). (See Sdrative region, so Internet-scope scalability is not reegi
tion 1l for the details.) In the first case, unicast commuaiicn L .
is used, with a one-to-one SA. In the second case, multicgs't Comr.nun|caF|0n constraints ]
communicatiormay be used, along with a group SA. For some Certain routing protocols operate “above” the unicast+out
routing protocols, a router will always communicate with 49 protocols, in the sense that they only begin to operate on
near neighbor using multicast; for other protocols a romtey  unicast paths are available. As such, they can always assume
send some messages directly to a specific neighbor, usin§!@ @ path to the keyserver (or its replicate) exists.
unicast SA, and others to the same peer as part of a multicast e unicast routing protocols themselves, however, can
SA. make no such assumption. This implies that the initial boot-

Procedures for securing OSPFv3 packet exchanges are gifBnand reboots caused by power failures or scheduled main-
in RFC 4552 [5]. This RFC states that ‘it is not scalable arf@nance, must be carefully considered.
is practically infeasible to use different security asations p_ QOperational issues

for incound and outbound traffic to provide the required “one According to Lebovitz [1], few operators have deployed

to many” security. Therefore the implementations must useuting security, and most of those who have report depipyin

! . 0
manually configured keys with the same SA parameters forun . X
both inbound and outbound SAs” one single manual key throughout their network. This clearl

A similar set of procedures is specified for PIM-SM in [G]Ieaves them exposed to an attack by a terminated employee,

However, the PIM-SM document recognizes the potential fc?rr by someone to whom a terminated employee gave this

automated key management in future specifications single key. However, manually managing different keys is
Note howei//er tha? both of these dorz:uments S écify h o\llivfficult, and changing those multiple keys periodicallynca
' o bect e a significant overhead, which tends to overshadow the
the communication is to be done, under the assumption tl?at : . . . )
) X act that increased security will result. This provides rarsg
the keys and other parameters are in place. They are silenton.. .
. motivation to develop automated procedures, as long ae thes
the issue of how those keys and other parameters are to be .
installed and managed procedures can be shown to be easy to manage. As Leb_o_wtz
' [1] so clearly states, “Whatever mechanisms are specified
B. Trust structure need to be easier than the current methods to deploy, and

Before it is possible to establish the authenticity of aipart S.hOL.".d provide obwous_operauonal efﬂmenqes” along with
S|Ig\11n|f|cantly better security and threat protection.

lar peer router, there must be some form of agreed mechanis o . .
- : . ; n addition, since operators will seldom have the personnel
for establishing that identity. We assume the existenceiofi s . . . L
) L : to, spare for a massive conversion of their network, it is
a mechanism, but do not define its precise form. We note that : :
. T . important to formulate a solution that can be incrementally
this mechanism is not likely to be based on the IP address(gs loved
of a router, because of the ease with which they may b€ yed.
spoofed. I1l. EXISTING SECURITY TOOLS
We assume that all routers are part of a single adminisrativ | thjs section, we give a brief overview of IP Security

domain. The problem of securing multi-domain (i.e., interyng the Multicast Group Security Architecture. These cptee

domain) routing is being actively investigated by the SecUform the basis for our Automated Key Management proposal.
Inter-Domain Routing (SIDR) working group of the IETF

[7]. We observe that these inter-domain trust relatiorship !nternet Protocol security
are likely to be managed on a peer-to-peer basis. In thisThe Security Architecture for the Internet Protocol is spec
case, existing unicast security protocols are alreadyeptlyf ified in RFC 4301 [8]. The IP Authentication Header [9]
adequate. Indeed, the primary goal of the SIDR working groamd IP Encapsulating Security Payload [10] documents define
is to specifywhat is being exchanged, rather thaow. For the security headers for IP packets. Other documents gpecif
single-domain (i.e., intra-domain) security, the oneste trust the Internet Key Exchange (IKEv2) Protocol [11], [12], and
relationships can also be managed on a peer-to-peer basis, cryptographic algorithm requirements for the use of the
using existing unicast security protocols. However, the-onabove protocols [13], [14]. The primary concept in IP Sewyuri
to-many trust relationships must be managed centrally, {it°sec) is the Security Association (SA), which holds the
ensure coordination over the entire administrative regidnis information about a secure relationship between two end
is especially important since a single multicast address (fpoints. This information is maintained in three data stuies:
example, ALL OSPEROUTERS) is typically specified for the Security Association Database (SAD), the Securitydyoli
use by all routers implementing a particular protocol. Database (SPD) and the Peer Authorization Database (PAD).
As will be seen, this central manager can be disabled fBor the unicast case, the information in the SAD is either
periods of time, without affecting the ability of the indiltial manually inserted by an administrator, or is negotiatedgisi
routers to continue their existing near-neighbor relatfops. a key management protocol such as IKEv2 when a new SA
Thus, replication of the central manager is not a requiremehas to be established.



The base IPsec documents permit an SA to have a multicast +
address as a destination address, but provide no mechanismn i
the SPD for the recording of policies relating to multicastne |
munication. RFC 5374 [15] defines the Multicast Extensionsf FUNCTIONAL

the Security Architecture for the Internet Protocol. ltends | AREAS

the SPD to form the Group Security Policy Database (GSPD),

and provides new semantics for the operation of an SA. As oo + |
with the definition of unicast IPsec, the key management|is Multicast |Policy| |
left to separate documents. | Security |Server| |

, ) | Policies  +------ + |

B. Multicast group security | - |
The Multicast Group Security Architecture is specified if |
[16]. See Figure 1 for the details of the reference framework |

This document provides semantics for a Group Security Asqo- % |

ciation (GSA), which consists of a Registration SA, a Re-kdy . + |
SA, and a Data Security SA. The Group Security Architectufe Group [Group | |
is targeted to large groups and very large groups. It is also Key [Ctrl/ |<--------- + |
more general than the IPsec architecture, inthatitisegple | Management |[Key | | [
to network-level, transport-level and application-legebups. | |Server| \% |
Specific instances of key management architectures fori-mujt +-meee + S — + |
cast groups are defined in the Group Domain of Interpretatipn - | | |
(GDOI) specification [17], the Group Secure Association Kely | |Receiver| |
Management Protocol (GSAKMP) specification [18] and th | | | |
Multimedia Internet Keying (MIKEY) specification [19]. | v S — +
IV. COMMUNICATION PATTERNS I r * | | | |
When a set of routers share information with their nedr Multicast |[Sender|---------- + |
neighbors using multicast, all routers send to the same mpl- Data [ | |
ticast group address. However, for a multicast SecurityopAss  Handling | | |
ciation, RFC 4301 permits using the source address to select +-meee + |
the appropriate SA for processing an arriving packet. Ag lon |
as the source address used by a sending router is uniquetenr +

a network segment, each receiving router can determine the
source of incoming packets.

The packets are sent with the Time To Live (TTL) field set Fig. 1. Centralized Multicast Security Reference Framéwjas]
to 1, ensuring that they are not forwarded from one network
segment to another (i.e., the packets are “link-local”).

Thus, the communication pattern consists of many indee under the control of the (human) system administrator(s)
pendent “speakers” (one per router) each sending to thef sefbe adjacencies will be managed through some form of
near-neighbors (i.e., those routers that are directly eoren to  human-computer interface, and represented as policidsein t
the speaking router). For a specific example of these patteRplicy Server of the Multicast Security Reference Framéwor
in the case of PIM-SM, see [6]. This “group per speakeMWhen a request is made for information about a specific group
model forms the basis for our proposed system architecturé.€., the group associated with a specific sending router),

the policy information will be consulted to ensure that the
V. SYSTEM ARCHITECTURE adjacency constraints are respected.

In this section, we discuss how the assumptions and require- L
ments in Section Il can be used in conjunction with the exgsti >+ EStablishing trust
security tools (Section Ill) and the observed communicetio IETF key management procedures are specified as two-
model (Section 1V) to formulate a framework for automateghase protocols. The phase 1 protocol is used to manage a
key management, when the distribution mechanism is bags#nicast (peer-to-peer) relationship between the Key $enve
on multicast delivery. an individual router. It provides peer authentication, faen-
tiality and message integrity for the Phase 2 protocol.
As mentioned in Section II-B, we assume that there is some
A key management system cannot accept the appearancéah of agreed mechanism for establishing the identity of a
a new neighbor automatically, because the new neighbodcoubuter, independently of its IP address(es). This idemtiity
be an intruder. Therefore, the management of adjacencyhasitovide the basis for the peer authentication. An exampld-IE

A. Controling adjacency



protocol that could be used is IKEv2 [11], which supports the
use of various peer authentication methods.
The Phase 2 protocol will be responsible for actually
distributing the keys and other parameters from the Key
Server to the routers that form a near-neighbor group aledte
on a particular speaking router. An example IETF protocdt +
that is suitable for this phase is GDOI [17]. However, note
that the “groups” being managed here are carrying “contrbl
information” for the correct operation of the multicasttiog | FUNCTIONAL
protocol, not “user data”. | AREAS
I
I

C. Communications constraints

. - Multicast  |Policy| [
If the assumption of connectivity to the key server (Sec- Security  [Server| |

tion II-C) can be made (which is true in the PIM-SM case}, Policies 4o + |
then the Group Controller/Key Server (GC/KS) that is used -

for the management of the keys can be centrally located
(and duplicated for reliability). In this case, the needsha
group structure can be met using the existing Multicast Grm]lj

Security Architecture [16]. If the connectivity assumptio A + |
cannot be made (i.e., in the case of adjacencies for a uni StGrou Group | |
router), then some form of “local” key server must be avdéab Ke P iCtrl/ p|< ___________ + |
for each group. Given that the listening routers are neveem Ma>r/1a ement |Ke | | |
than one hop away from the speaking router, the speaking 9 |Se¥ver| | |
router is the obvious place to locate the “local” key servelr. . + | |
This approach has the additional advantage that there islno - A | |
need to duplicate the local key server for reliability, gnt | | | | |
the local key server is down, it is very likely that the speaki | | | | |
router is also down. | | v | |

We therefore introduce the idea of[omain Key Server | T — + | |
(DKS) and alocal Key Server (LKS). The DKS is the KS | | |Local | | |
identified in [16]. Each LKS is co-located with the corresgon | | IKey | | |
ing speaking router, and serves as a key server when the DlKS | |Server |<-+ | |
is unreachable. See Figure 2 for the details. | oo o |

This introduces three additional interfaces. Two of the%e | N VY |
are “on the wire”, one between the DKS and the LKS, and | | e + o
the other between the LKS and the near neighbors. The thjrd | | | |
interface is within the speaking router, and would likely b | | IReceiver| |
implemented as an application programming interface. | | | |

The information exchanged on the lower two interfacgs v v P +
would be similar to what is passed within the existing Mul o " - |
ticast Group Security Architecture. Therefore, GDOI can he | | | |
used in this case. A new protocol must be developed for the Multicast  |Sender|--------- n |
DKS-LKS communication, to ensure security of the exchanng Data | | |
and consistency of the information presented. | Handling | | |

: . | R R + |

D. Operational issues | |

The proposed infrastructure is managed centrally, so it s +

convenient for the system administrator(s). Given that the

adjacency policy can be represented per interface, it isiples

to deploy incrementally. Note that the implementation of Fig. 2. Proposed Multicast Security Reference Framework
secured communication is achieved entirely by manipuatin

the GSPD and the SAD at the level of IPsec. There is no need

to alter any of the packet formats or procedures of the rgutin

protocol itself. Thus, the protected routing software mesees

the packets from an intruder.



VI. SOLUTION OPERATION Our next step will be to design, and then formally model,
Similar to the operation of GDOI, it is expected that the new protocol that is required for the DKS-LKS interface.
system operating in conformance with the proposed arcHibis formal model will be based on an existing formal model
tecture will have two phases. The first phase will provide ¢f GDOI [20].
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