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Abstract—In this paper, we present an iterative joint channel-
estimation and data-detection technique for multiple-input–
multiple-output (MIMO) code-division multiple-access (CDMA)
systems over Rayleigh fading channels. The proposed receiver
performs channel estimation and data detection using the
expectation–maximization (EM) algorithm. We derive a closed-
form expression for the optimized weight coefficients of the EM
algorithm, which is shown to provide large performance improve-
ment relative to the conventional equal-weight EM-based signal
decomposition. Our results show that the receiver can achieve
near-optimum performance with modest complexity using very
few training symbols. Furthermore, our simulation results confirm
that the proposed receiver is near–far resistant and offers fast
convergence in severe near–far scenarios.

Index Terms—Code-division multiple-access (CDMA) systems,
Cramér–Rao lower bound (CRLB), expectation–maximization,
joint detection and estimation techniques, maximum likelihood
(ML) solution, multiple-input–multiple-output (MIMO) systems,
space–time spreading.

I. INTRODUCTION

SUPPORTING reliable high-data-rate application is one of
the main requirements of next-generation wireless com-

munication systems. In this quest, multiple-input–multiple-
output (MIMO) technology has proven to offer considerable
throughput improvement without additional power consump-
tion or bandwidth expansion [1]. Within the context of MIMO,
space–time (ST) coding techniques provide spatial diversity
with lower complexity as in ST block coding [2] or both spatial
diversity and coding gain as in ST trellis coding [3]. The former
is a generalization of the Alamouti’s dual-transmit diversity
scheme [4] to multiple transmit antennas, whereas the latter is a
generalization of trellis coding to multiple transmit and receive
antennas. With code-division multiple access (CDMA) being
one of the generic multiple-access schemes in second- and
third-generation wireless systems [5], the integration of CDMA
with MIMO techniques has become an active area of research.
One of the first ST systems that implement ST spreading (STS)
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in CDMA was introduced in [6]. The proposed STS system in
[6] is shown to achieve full spatial diversity and maintain high
spectral efficiency without wasting system resources [7]. Given
these advantages, it has become a strong candidate for next-
generation wireless networks, where it has been considered as
part of the IS-2000 wideband CDMA standard [8].

In MIMO-CDMA systems, perfect channel knowledge is
essential for efficient detection [9]. Compared with single-
input–single-output (SISO) CDMA systems, channel estima-
tion in MIMO systems becomes even more challenging as the
number of simultaneous transmissions and interference levels
increases. Whereas the majority of the works in MIMO systems
assume perfect channel estimation, relatively few researchers
have investigated the effect of channel-estimation errors and the
possible estimation techniques (e.g., [9] and [10] and references
therein). Commonly used channel estimation techniques either
reduce the effective data rate as in training-based channel
estimation [10], [11] or increase the computational complexity
of the system as in blind-based channel-estimation techniques
[12]–[14]. In the former, channel estimation is performed by pe-
riodically inserting known training bits among the data frames,
whereas in the latter, channel estimation is implemented by ex-
ploiting the statistical characteristics of the transmitted signals.

Recently, there has been an increasing interest in iterative
joint channel-estimation and data-detection algorithms [15],
[16], which take the advantage of the detected data symbols in
the channel-estimation process. These iterative receivers have
shown enhanced performance with reasonable convergence
rates using very short training sequences. Among the itera-
tive techniques, expectation–maximization (EM) [17] has been
considered in iterative receivers for its attractive features such
as iteratively attaining the maximum-likelihood (ML) solution
with reduced complexity [18]. Based on the observed data (i.e.,
the incomplete data), the ML-based estimation has high compu-
tational complexity, particularly for a large number of unknown
parameters. On the other hand, the EM algorithm defines the
so-called complete data set, which enjoys flexible computation
of the ML estimates of unknown parameters. These complete
data are related to the incomplete data through some, possibly
random, mapping.

In the past, an extensive effort has been focused on em-
ploying the EM algorithm in joint detection and estimation
(JDE) techniques. Considering SISO systems, Georghiades and
Han [19] proposed a JDE receiver based on the EM algorithm in
time-variant Rayleigh flat-fading channels. Borran and Nasiri-
Kenari [20] applied the EM algorithm for synchronous CDMA
systems in additive white Gaussian noise channels. Motivated
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by the EM algorithm related to the problem of parameter esti-
mation of superimposed signals [21], Kocian and Fleury [22]
investigated the application of the EM algorithm in CDMA
systems over flat-fading channels. An iterative JDE receiver for
direct-sequence CDMA in frequency-selective fading channels
has also been proposed in [23]. Recently, there has been an
interest in applying the EM algorithm in MIMO systems. For
example, Cozzo and Hughes [24] have proposed a JDE tech-
nique based on the EM algorithm in flat-fading channels with
multiple antennas at both the transmitter and the receiver. So
and Cheng [16] have also proposed an iterative receiver for an
ST trellis-coded system in frequency-selective fading channels,
where channel estimation and data detection are performed
using the EM algorithm.

In MIMO-CDMA systems, the channel estimation poses
a challenging problem, as the performance of the system
becomes sensitive to channel-estimation errors and multiple-
access interference (MAI), which lead to diversity loss. Given
the advantages of the EM algorithm as opposed to training-
based and blind channel-estimation techniques, in this paper,
we propose a JDE technique based on the EM algorithm for
MIMO-CDMA systems, assuming synchronous transmission
over flat-fading channels. We show the benefits of the iterative
EM algorithm in terms of its convergence to the optimum ML
with lower complexity and resistance to near–far effects. The
proposed JDE receiver structure is derived, where we show that
it can bring an optimum balance between the single-user (SU)
matched filter detector and the parallel interference cancella-
tion (PIC)-based detector. This balance is optimized through
the weight coefficient parameter that is updated at each EM
iteration. In the sequel, we derive the optimum weight based
on the MMSE criterion. With this optimum balancing weight,
the proposed JDE is shown to offer large improvement gains
relative to the conventional equal-weight balancing, particularly
in near–far situations. Our results show that the proposed
receiver not only offers fast convergence, with a few number
of iterations and very few training symbols, but also achieves
full system diversity. We also assess the channel estimator
in terms of the Cramér–Rao lower bound (CRLB). In partic-
ular, we prove that the estimator is asymptotically efficient
with respect to the SNR, i.e., it converges to the CRLB at a
high SNR.

The rest of this paper is organized as follows. The system
model is described in the following section. In Section III, the
EM-based ST receiver is discussed. In Section IV, we derive
a closed-form expression for the optimized weight coefficients
and the initialization of the EM receiver. The Cramér–Rao
bound on the channel estimates is presented in Section V. Sim-
ulation results and discussions are then presented in Section VI.
Finally, conclusions are drawn in Section VII.

II. SYSTEM MODEL

Throughout this paper, we consider a transmit diversity
scheme with N = 2 transmit antennas at the mobile user and M
multiple receive antennas at the base station. We also consider
the original STS scheme proposed in [6] for a synchronous
K-user system over a slow flat-fading channel. The channel

coefficients are, therefore, considered fixed within a block of
L codewords, where each codeword has a period of Ts = 2Tb,
and Tb denotes the bit period. The received complex low-pass
equivalent signal at the mth receive antenna is given by

rm(t)=
L∑

l=1

K∑
k=1

hk
1m [bk1[l]ck1(t−lTs)+bk2[l]ck2(t−lTs)]

+hk
2m [bk2[l]ck1(t − lTs) − bk1[l]ck2(t − lTs)] + nm(t) (1)

where bk1[l] and bk2[l] are the odd and even data streams
of the kth user within the lth codeword interval. The codes
ck1(t) and ck2(t) represent the kth user’s spreading sequences
with processing gain 2Nc, where Nc = Tb/Tc is the number
of chips per bit, and Tc is the chip duration. Based on [6],
ck1(t) and ck2(t) are assumed to be orthogonal. However, the
effect of cross correlation among different users on the overall
system performance is considered. In (1), hk

im, i = 1, 2 is the
attenuation coefficient corresponding to the kth user from the
ith transmit antenna to the mth receive antenna, where hk

im =√
Ek/2αk

im, αk
im is the corresponding fading channel coeffi-

cient, and Ek is the kth user transmit energy. These attenuation
coefficients are modeled as independent complex Gaussian
random variables with zero mean and variance σ2

k, where σ2
k =

(Ek/2)σ2
h, and σ2

h = 1. The noise nm(t) is Gaussian with zero
mean and variance No. At the receiver side, the received signal
is passed through a bank of matched filters, where the received
signal is correlated with the spreading codes assigned to the
K users. Let zm(l) represent the output vector of the matched
filter bank at the mth receive antenna during the lth codeword
period. Then, we have

zm(l) = RB(l)hm + nm(l) (2)

where R = CHC is the cross-correlation matrix, C is a 2Nc ×
2K matrix that consists of the users’ code sequences defined as

C = [C1,C2, . . . ,CK ]

with Ck = [ck1, ck2], and H denotes conjugate transpose. In
(2), B(l) represents the user data matrix within the lth period,
which is defined as

B(l) = diag {B1(l),B2(l), . . . ,BK(l)}

where

Bk(l)=
[

bk1[l] bk2[l]
bk2[l] −bk1[l]

]
, k=1, . . . , K l=1, . . . , L

and hm is a (2K × 1) channel-coefficient vector defined as

hm =
[
hm

1
T ,hm

2
T , . . . ,hm

K
T
]T

where hm
k = [hk

1m, hk
2m]T , and T denotes transpose. The chan-

nel vector hm is Gaussian-distributed with zero mean and
covariance matrix Σhh = diag{σ2

1 , σ2
1 , σ2

2 , σ2
2 , . . . , σ2

K , σ2
K}.

The noise vector nm(l) includes the noise samples at the output
of the mth matched filter bank during the lth code period and
has a Gaussian distribution with zero mean and covariance
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matrix NoR. We assume that {Ck}, k = 1, . . . , K are selected
under the condition that R is positive definite. Then, R can
be factorized using Cholesky decomposition to R = FHF,
where F is a unique lower triangular invertible matrix [25].
Multiplying zm(l) by (FH)−1, we obtain

ym(l) = FB(l)hm + nm
w (l) (3)

where nm
w (l) is a complex Gaussian vector with zero mean

and covariance matrix NoI2K , and I2K is an identity matrix of
dimension 2K. Note that both zm(l) and ym(l) have the same
information about the transmitted data. Due to the whitening
noise property of (3), our subsequent analysis will be based
on ym(l).

III. EXPECTATION–MAXIMIZATION-BASED ST RECEIVER

Our subsequent analysis is based on the approach proposed
in [21] for the estimation problem of superimposed signals.
Using this approach, the observed data are decomposed into
their signal components. Then, the parameters of each signal
component are separately and iteratively estimated using the
EM algorithm. Accordingly, we decompose the whitening filter
output ym(l) into a sum of K statistically independent compo-
nents, i.e.,

ym(l) =
K∑

k=1

gm
k (l) (4)

where gm
k (l) = FkBk(l)hm

k + nm
wk(l), Fk is a 2K × 2 vector,

including the two columns corresponding to the kth user in the
matrix F, nm

wk(l) is a complex Gaussian vector with zero mean
and covariance matrix βm

k NoI2K , and βm
k is a nonnegative

value satisfying the constraint
∑K

k=1 βm
k = 1. Our goal is to

obtain the users’ data estimates using the EM algorithm. First,
we define the EM algorithm parameters.

1) The observed data y, which include the outputs of the M
whitening matched filters within a frame of L codes, are
given by

y =
[
y1T

,y2T
, . . . ,yM T

]T

where

ym =
[
ym(1)T ,ym(2)T , . . . ,ym(L)T

]T

, m=1, . . . ,M.

2) The parameters to be estimated b include the transmitted
data bits from the K users within the frame period, i.e.,

b =
[
bT

1 ,bT
2 , . . . ,bT

K

]T
where

bk =
[
bk(1)T ,bk(2)T , . . . ,bk(L)T

]T
, k = 1, . . . ,K

and bk(l) = [bk1[l], bk2[l]]T , l = 1, . . . , L.
3) Complete data G: We employ the complete data def-

inition in [22], where the unknown channel coefficient

vectors are included as a part of the complete data as
follows:

G =
[
G1T

,G2T
, . . . ,GM T

]T

where

Gm = [(gm
1 ,hm

1 ) , (gm
2 ,hm

2 ) , . . . , (gm
K ,hm

K)]

m = 1, . . . , M

gm
k = [gm

k (1),gm
k (2), . . . ,gm

k (L)] , k = 1, . . . , K.

Since the components of G given b are statistically indepen-
dent, the complete log-likelihood function is given by

Φ(G|b) =
M∑

m=1

K∑
k=1

Φ(gm
k ,hm

k |bk) (5)

where

Φ(gm
k ,hm

k |bk) = Φ (gm
k |hm

k ,bk) + Φ (hm
k |bk) . (6)

The second summand in (6) is neglected as it is independent
of b. Therefore, (6) is reduced to

Φ(gm
k ,hm

k |bk) ∝
L∑

l=1

(gm
k (l) − FkBk(l)hm

k )H

× (gm
k (l) − FkBk(l)hm

k ) . (7)

By neglecting the terms in (7), which are independent of b, the
conditional likelihood in (7) can be simplified to

Φ(gm
k ,hm

k |bk) ∝
L∑

l=1

Re
{
hmH

k Bk(l)FH
k gm

k (l)
}

(8)

where Re{·} denotes the real part of the argument. Notice
that, due to the orthogonality assumption between the two
codes assigned to each user [6], FH

k Fk is reduced to an
identity matrix of dimension 2, i.e., I2, and consequently,
Bk(l)HFH

k FkBk(l) = 2I2. At the ith iteration, the E-step of
the EM algorithm is implemented by taking the expectation of
the complete log-likelihood function defined in (5) with respect
to the observed data vector y and the current EM data estimates
bi, i.e.,

Q(b|bi) =
K∑

k=1

Qk(bk|bi) (9)

where

Qk(bk|bi) =
M∑

m=1

E
[
Φ(gm

k ,hm
k |bk) |y,bi

]
(10)

and E represents the expectation. From (8), the expectation of
the individual log-likelihood function is reduced to

Qk(bk|bi) =
M∑

m=1

L∑
l=1

Re
{

E
[
hmH

k Bk(l)FH
k gm

k (l)|y,bi
]}

.

(11)
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To find the joint conditional expectation in (11), we evalu-
ate E[gm

k (l)|y,bi,h], where h = [h1,h2, . . . ,hM ]. Then, the
subsequent expression is used to find E[f(hm

k )|y,bi], where
f(hm

k ) denotes the resultant function in hm
k . By noting that

the conditional probability density function P (gm
k (l)|y,bi,h)

is Gaussian with mean [21]

E
[
gm

k (l)|y,bi,h
]

= FkBk(l)ihm
k + βm

k

×

⎛⎝ym(l) −
K∑

j=1

FjBj(l)ihm
j

⎞⎠ (12)

the conditional expectation of the likelihood function in (11),
after some algebraic manipulations, can be expressed as (see
Appendix A)

Qk(bk|bi) =
L∑

l=1

Qk

(
bk(l)|bi

)
(13)

where

Qk(bk(l)|bi)

=
M∑

m=1

Re

⎧⎨⎩(1 − βm
k )

(
a11(l)i|

(
hk

1m

)i |2

+ a12(l)i
(
hk

1m

)i∗ (
hk

2m

)i

+ a21(l)i
(
hk

2m

)i∗ (
hk

1m

)i

+ a22(l)i|
(
hk

2m

)i |2
)

+ βm
k (hm

k )iH

Bk(l)

×

⎛⎝zm
k (l) −

K∑
j=1,j �=k

RkjBj(l)i
(
hm

j

)i

⎞⎠⎫⎬⎭ .

(14)

aqv(l)i, q, v ∈ {1, 2}, are defined in terms of the current
and next data estimates (see Appendix A), and Rkj is the
2 × 2 cross-correlation matrix corresponding to the two spread-
ing codes assigned to users k and j. In (14), the conditional
expectation of the attenuation coefficients given y and bi is
given by(

hk
qm

)i
= E[hm|y,bi]2(k−1)+q =

[
(hm)i

]
2(k−1)+q

(15)(
hk∗

qmhj
vmq

)i
=
(
hk

qm

)i∗ (
hj

vm

)i +
(
Ωi

hh

)
2(j−1)+v,2(k−1)+q

(16)

where q, v ∈ {1, 2}, k, j ∈ {1, . . . , K}, and

Ωi
hh = E

[(
hm − (hm)i

) (
hm − (hm)i

)H |y,bi
]
. (17)

Fig. 1. ST JDE receiver based on the EM algorithm.

In Appendix B, we prove that the conditional distribution of the
channel vector hm given y and bi is Gaussian with mean

(hm)i =

(
L∑

l=1

B(l)iRB(l)i + NoΣ−1
hh

)−1 L∑
l=1

B(l)izm(l)

(18)

and covariance

Ωi
hh =

(
N−1

o

L∑
l=1

B(l)iRB(l)i + Σ−1
hh

)−1

. (19)

From (9), the M-step of the EM algorithm is performed by
maximizing the individual likelihood functions Qk(bk|bi),
k = 1, . . . , K as

bi+1
k = arg max

bk

Qk(bk|bi). (20)

Furthermore, as the codewords of each user are statistically in-
dependent, each component of bi+1

k can be separately obtained
by maximizing the corresponding summand in (13), i.e.,

bi+1
k (l) = arg max

{bk1(l),bk2(l)}
Qk

(
bk(l)|bi

)
. (21)

Considering binary phase-shift keying transmission, the max-
imization is performed over four possibilities for the kth
user data bits bk1(l) and bk2(l), i.e., {(1, 1), (1,−1), (−1, 1),
(−1,−1)}. From the likelihood function in (14), we notice
that the EM-based ST receiver can be interpreted as follows:
The channel coefficients of the K users are estimated based on
the observed data y and the previous data estimates bi. The
data bits of each user are then detected from (14) based on the
balancing weight βm

k between the ST parallel interference can-
cellation receiver and the ST SU coherent detector. We can also
notice that by using the EM algorithm, the K-user optimization
problem is converted into K parallel SU optimization problems
leading to low computational complexity. A block diagram of
the proposed ST EM-JDE receiver is shown in Fig. 1.
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IV. EXPECTATION–MAXIMIZATION OPTIMIZED

WEIGHTS AND INITIALIZATION

Here, we derive the optimized weights of the EM algorithm
to ensure optimum performance. Also, the conditions on the
EM initialization are derived and discussed in detail.

A. Optimized Weights (βm
k )

As discussed before, the decoupling of the received super-
imposed signal involved in the EM algorithm heavily depends
on the choice of the balancing weight at each iteration βm

k .
Here, we obtain an optimized weight that, as will be shown
later, brings the performance of the EM receiver close to the
SU bound.

In (14), we notice that Qk(bk(l)|bi) is a sum of M statisti-
cally independent terms given b and its EM estimate bi, which
are related to the M receive antennas. Since the spatial chan-
nels corresponding to the links between transmit and receive
antennas are considered independent, βm

k can be separately op-
timized. In this case, we choose the weight coefficients to min-
imize the linear MSE between the true signal vector dm

k (l) =
FkBk(l)hm

k and its estimate (dm
k (l))i = E[gm

k (l)|y,bi] as

βm
k = arg min

βm
k

E

[∥∥∥(dm
k (l))i − dm

k (l)
∥∥∥2
]

(22)

where ‖ · ‖ denotes the vector norm. Taking the expectation of
(12) with respect to hm, we have

(dm
k (l))i = FkBk(l)i (hm

k )i + βm
k

×

⎛⎝ym(l) −
K∑

j=1

FjBj(l)i(hj)i

⎞⎠ . (23)

To simplify our analysis, we assume that nw = 0 and L →
∞. As proved in Appendix C, according to these asymptotic
assumptions, the estimate (hm)i is consistent, and it can be
considered known at the receiver. It follows that

(dm
k (l))i = FkBk(l)ihm

k + βm
k

×

⎛⎝ K∑
j=1

Fj

(
Bj(l) − Bj(l)i

)
hm

j

⎞⎠ . (24)

Substituting both dm
k (l) and (dm

k (l))i in (22) and by removing
the terms that are independent of βm

k , we have

βm
k = arg min

βm
k

⎧⎨⎩−2βm
k Re

⎧⎨⎩E

[
hmH

k

(
Bk(l)−Bk(l)i

)

×
K∑

j=1

Rkj

(
Bj(l)−Bj(l)i

)
hm

j

]⎫⎬⎭
+(βm

k )2×E

⎡⎣∥∥∥∥∥∥
K∑

j=1

Fj

(
Bj(l)−Bj(l)i

)
hm

j

∥∥∥∥∥∥
2⎤⎦⎫⎬⎭.

(25)

Since

E
[
hk∗

qmhj
vm

]
=
{

σ2
k, j = k, q = v

0, otherwise

where j, k ∈ {1, . . . , K} and q, v ∈ {1, 2}, the optimized
weight in (25) reduces to

βm
k = arg min

βm
k

{
− 4βm

k σ2
kE
[((

bk1(l)−bk1(l)i
)2

+
(
bk2(l)−bk2(l)i

)2)]+2 (βm
k )2

×
K∑

j=1

σ2
j E

[((
bj1(l)−bj1(l)i

)2
+
(
bj2(l)−bj2(l)i

)2)]}
. (26)

We notice that

E
[(

bjq(l) − bjq(l)i
)2] = 2

(
1 − E

[
bjq(l)bjq(l)i

])
= 4Pm,i

ej
, j = 1, . . . , k, q = 1, 2 (27)

where the probability of error Pm,i
ej

= P (bj1(l) �= bj1(l)i) =
P (bj2(l) �= bj2(l)i). Using (27), (26) can be expressed as

βm
k = arg min

βm
k

{
16
(
(βm

k )2 − 2βm
k

)
σ2

kPm,i
ek

+16 (βm
k )2

K∑
j=1,j �=k

σ2
j Pm,i

ej

}
. (28)

By differentiating (28) with respect to βm
k , we obtain the

MMSE optimum balancing weight at the ith EM iteration as

(βm
k )i =

σ2
kPm,i

ek∑K
j=1 σ2

j Pm,i
ej

. (29)

Suppose that the performance of the EM-based ST receiver with
M = 1 receive antenna will converge to the SU bound with a
known channel, which is given by

Pe,SU = Q

⎛⎜⎜⎝
√√√√2

(∣∣hk
1m

∣∣2 +
∣∣hk

2m

∣∣2)
No

⎞⎟⎟⎠
where Q(x) = 1/

√
2π

∞∫
x

e−x2/2dx.

Substituting with the EM channel estimates defined in (18)
in the SU bound, i.e., Pe,SU, we obtain an approximation
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for Pm,i
ek

, i.e.,

Pm,i
ek

≈ Q

⎛⎜⎜⎜⎜⎝
√√√√√2

(∣∣∣(hk
1m

)i
∣∣∣2 +

∣∣∣(hk
2m

)i
∣∣∣2)

No

⎞⎟⎟⎟⎟⎠ .

The importance of the optimized weight coefficients arises
from the fact that it determines the best balance between the SU
matched filter detector and the ST PIC-based detector. In the
literature, the partial PIC has proven to be near–far resistant,
where it achieves performance that is close to the ML de-
tector [26].

B. EM Initialization

Since the EM algorithm is sensitive to the initialization of
the parameters to be estimated [27], as well as due to the high
computational complexity of joint estimation and detection
in MIMO systems, we assume that our proposed EM-based
ST receiver is initialized by reliable estimates. This will guar-
antee that the performance of our proposed receiver converges
to the global maximum of the likelihood function with fast
convergence.

We assume that our proposed receiver is initialized using the
ST MMSE separate detection and estimation (ST MMSE-SDE)
technique. The MMSE-SDE receiver was first proposed in [22]
for SISO systems. Here, we extend this work to MIMO-CDMA
systems as follows. To estimate the channel, we assume that
each user transmits p training codewords known at the receiver,
i.e., 2p bits. Let zm

p include the output of the mth matched
filter bank within a frame of p codewords. Based on zm

p , we
can estimate the channel vector at each receive antenna hm

MMSE

[28]. Then, following the same procedure, the MMSE data
estimate is obtained based on zM while assuming h = hMMSE

[29], where zM represents the output of the M matched filter
banks within a frame of L codewords.

V. CRAMÉR–RAO LOWER BOUND

ON CHANNEL ESTIMATES

In the search for minimum-variance unbiased estimators, the
CRLB is commonly used in estimation theory to assess the
accuracy of the estimator in terms of its error variance. In
Appendix C, we prove that the estimate is unbiased. To for-
mulate the CRLB, the received signal rm(t) in (1) is sampled
at the chip rate Rc = 1/Tc, and then, we collect 2Nc samples of
the received signal corresponding to the Ts transmission period.
Using vector notation, we have

rm(l) = CB(l)hm + Nm(l), l = 1, . . . , L; m = 1, . . . ,M.
(30)

Let

r = [r(1), r(2), . . . , r(L)] (31)

where

r(l) =
[
r1(l), r2(l), . . . , rM (l)

]
, l = 1, . . . , L. (32)

Then, the log-likelihood function

Φ(r|h,b) ∝ − 1
No

(
L∑

l=1

M∑
m=1

(rm(l) − CB(l)hm)H

× (rm(l) − CB(l)hm)

)
. (33)

Neglecting the terms that are independent of the channel
vector h, we have

Φ(r|h,b) = − 1
No

(
L∑

l=1

M∑
m=1

−2Re
{
hmH

B(l)zm(l)
}

+hmH

B(l)HRB(l)hm

)
. (34)

Focusing on the channel estimates, we assume that the data
vector b is known a priori or has been correctly detected. The
CRLB provides a lower bound on the MSE of the channel
estimates as follows:

E

{∣∣∣(hk
qm

)i − hk
qm

∣∣∣2} ≥ −

{
∂

∂hk
qm

E
[(

hk
qm

)i
]}2

E
{

∂2

∂hk
qm

2 Φ(r|h)
}

q = 1, 2; k = 1, . . . ,K. (35)

To evaluate (∂/∂hk
qm)E[(hk

qm)i], we replace B(l)i by B(l) and
substitute (2) in (18), yielding

E
[
(hm)i

]
= Fhm (36)

where F=E[(
∑L

l=1B(l)RB(l)+NoΣ−1
hh)−1

∑L
l=1B(l)RB(l)].

Let us consider the asymptotic case when the average SNR of
each user increases, i.e., (σ2

k/No) → ∞ for k = 1, . . . ,K. In
this case, F becomes a unitary matrix, and

E
[
(hm)i

]
= hm (37)

proving that the EM estimates are asymptotically unbiased.
Consequently, (35) is reduced to

E

{∣∣∣(hk
qm

)i − hk
qm

∣∣∣2} ≥ − 1

E
{

∂2

∂hk
qm

2 Φ(r|h)
} . (38)

It is convenient to split the channel estimates into their real and
imaginary components, i.e., hk

qm = hk
qm,r + jhk

qm,i. Then, the
CRLB can be computed as

E

{∣∣∣(hk
qm

)i − hk
qm

∣∣∣2} ≥ −1

E
{

∂2

∂hk
qm,r

2 Φ(r|h)
}

+
−1

E

{
∂2

∂hk
qm,i

2 Φ(r|h)
} . (39)

By computing the second derivatives of (34) with respect
to hk

qm,r and hk
qm,i and expressing the channel variables as
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hk
qm =

√
Ek/2αk

qm, we obtain the MSE of the EM channel
estimates as follows:

E

{∣∣∣(αk
qm

)i − αk
qm

∣∣∣2} ≥ No

EkL
. (40)

In (40), it is noted that the power of the estimation error is
inversely proportional to both the SNR and the length of the
observation window.

VI. SIMULATION RESULTS

Here, we examine the bit-error-rate (BER) performance of
the proposed EM-JDE receiver in MIMO-CDMA systems. In
all cases, we consider a system with two transmit and M =
1, 2 receive antennas. We also consider an uplink synchronous
transmission of a data block of 20 codewords (L = 20) over
a flat-fading channel. Without loss of generality, we consider a
five-user system with the first user as the desired one. A training
codeword of two training bits is used for the initialization of the
EM receiver. We design the cross-correlation matrix to satisfy
the standard form of STS systems [6], [30]. Therefore, R is
represented by

R =

⎡⎣ R11 . . . R1K
... . . .

...
RK1 . . . RKK

⎤⎦
where

Rkj =
[

ρkj 0
0 ρkj

]
, k, j = 1, . . . ,K

ρkj =
{

1 j = k
ρ = 0.3 j �= k.

Without loss of generality, throughout all our simulation
results, we consider the average BER of the first user BER1.
As reference, we include the BER performance of the ST
MMSE-SDE receiver with perfect channel estimation. Fig. 2
presents the BER performance of the proposed ST EM-JDE
and ST MMSE-SDE receivers using 2 × 1 antenna config-
uration. As a reference, the results are compared with the
BER performance of the SU system assuming an unknown
channel. To show that our proposed receiver attains the full
system diversity, we compare our results with a maximal ratio
combiner (MRC) with the same number of diversity branches
assuming perfect channel estimation. The MRC represents an
optimal combiner for a receive diversity scheme of one transmit
and multiple receive antennas [31]. Considering the STS system
with two transmit antennas and one receive antenna, it seems
that the EM-based ST receiver attains the full system diversity,
i.e., same as an MRC with two diversity branches. The same
conclusion also follows from Fig. 3.

In Figs. 4 and 5, we examine the near–far effect property of
the proposed receiver for M = 1, 2 receive antennas, respec-
tively. We fix the received SNR of the first user γ1 at 16 and
8 dB for M = 1, 2, respectively, while the interfering users
have equal SNRs relative to γ1, varying from −10 to 60 dB.
We also compare the performance of the ST EM-JDE receiver
considering optimum βm

k values (29) and equal βm
k values

Fig. 2. BER performance of the first user considering the ST EM-JDE receiver
with two transmit antennas and one receive antenna. The channel coefficients
are assumed unknown at the receiver (L = 20, p = 1, and ρ = 0.3).

Fig. 3. BER performance of the first user considering the ST EM-JDE receiver
with M = 2 receive antennas, L = 20, p = 1, ρ = 0.3, and three iterations.

(βm
k = 1/K). The results show that the EM receiver with

optimum βm
k is near–far resistant. Also, when the interference

level is high, a reliable estimate of the MAI is obtained, and,
consequently, the MAI removal is performed efficiently. As the
level of MAI decreases, we note that the EM receiver reduces
to the SU matched filter, where the performance converges
to the SU bound. On the other hand, the performance of the
MMSE-SDE receiver degrades due to noise enhancement. We
can notice the effect of βm

k on the performance of the ST
EM-JDE receiver. That is, compared with the case of equal βm

k ,
the optimum weights βm

k achieve the best balance between the
ST SU coherent detector and the ST parallel interference can-
cellation receiver (14). One should note that with the relatively
high SNR (i.e., γ1 = 16 dB) in Fig. 4, the limiting factor on the
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Fig. 4. BER behavior of the first user as a function of the MAI level with
M = 1 receive antenna, L = 20, p = 1, ρ = 0.3, and γ1 = 16 dB.

Fig. 5. BER behavior of the first user as a function of the MAI level for
M = 2 receive antennas, L = 20, p = 1, ρ = 0.3, and γ1 = 8 dB.

system performance is mostly due to the MAI contribution. At
severe near–far scenarios (i.e., large MAI levels), the proposed
receiver in this case is shown to achieve performance that is
close to that of the ST MMSE with perfect channel estimation.

It is important to mention that the derived results can be well
extended to the case of a frequency-selective fading channel.
Considering an N × M MIMO system in a frequency-selective
channel with W -resolvable paths, the expected full system
diversity in this case is NMW . Furthermore, the analysis for a
K-user asynchronous system with a transmitted frame length of
L per user can be viewed as an equivalent synchronous system
with LK users [32].

In Fig. 6, we compare the performance of the proposed
receiver considering two cases at the receiver: perfect channel

Fig. 6. Effect of the channel-estimation error on the BER performance of
the first user considering the EM-JDE receiver as a function of MAI energy
(L = 20, p = 1, ρ = 0.3, γ1 = 8 dB, and three iterations).

Fig. 7. MSE of channel estimates in the MIMO-CDMA system with M = 2
receive antennas, L = 20, p = 1, ρ = 0.3, and two iterations.

state information (CSI) and an unknown channel. Considering
the perfect CSI case, the EM-based receiver achieves an ex-
cellent match with the corresponding SU bound at extremely
high MAI levels. On the other hand, for the case of an un-
known channel, there is some performance loss due to channel-
estimation errors.

Finally, in Fig. 7, we assess the accuracy and the as-
ymptotic performance of the channel estimates based on the
EM algorithm for a system with M = 2 receive antennas. In
this figure, we simulate the MSE of the channel estimate ĥ1

11,
which is averaged over 105 channel realizations at different
SNRs. The results show that the channel estimates are as-
ymptotically efficient, where the average MSE of h1

11 estimate
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converges to the CRLB at a high SNR, confirming our analyti-
cal results presented in Section V.

VII. CONCLUSION

We have developed an iterative JDE receiver based on the
EM algorithm for STS systems. Using Monte Carlo simula-
tions, we have examined the performance of our proposed
receiver in flat-fading channels. It has been shown that with a
few training bits, the receiver can achieve performance that is
close to the SU bound in a few iterations. We have also shown
that the proposed receiver achieves the full system diversity
through accurate channel estimates.

APPENDIX A
ESTIMATION OF Qk(bk|bi)

Using some mathematical manipulations, the conditional
expectation of the likelihood function in (11) can be ex-
pressed as

Qk(bk|bi) =
M∑

m=1

L∑
l=1

Re
{
E
[
Am

k1(l)
i

+βm
k

(
Am

k2(l)
i − Am

k3(l)
i
) ]}

(A1)

where

Am
k1(l)

i =E
[
hmH

k Bk(l)FH
k FkBk(l)ihm

k |y,bi
]

(A2)

Am
k2(l)

i =E
[
hmH

k Bk(l)FH
k ym(l)|y,bi

]
(A3)

Am
k3(l)

i =
K∑

j=1

E
[
hmH

k Bk(l)FH
k FjBj(l)ihm

j |y,bi
]
. (A4)

Starting with Am
k1(l)

i and after some mathematical manipula-
tions, (A2) can be represented as

Am
k1(l)

i = a11(l)i
(∣∣hk

1m

∣∣2)i

+ a12(l)i
(
hk∗

1mhk
2m

)i

+ a21(l)i
(
hk∗

2mhk
1m

)i
+ a22(l)i

(∣∣hk
2m

∣∣2)i

(A5)

where

a11(l)i = bk1(l)bk1(l)i + bk2(l)bk2(l)i

a12(l)i = bk1(l)bk2(l)i − bk2(l)bk1(l)i

a21(l)i = bk2(l)bk1(l)i − bk1(l)bk2(l)i

a22(l)i = bk1(l)bk1(l)i + bk2(l)bk2(l)i.

(hk∗
qmhj

vm)i = E[hk∗
qmhj

vm|y,bi], q, v ∈ {1, 2}, j,
k ∈ {1, . . . , K}, and ∗ denotes the complex conjugate.
From (A3), Am

k2(l)
i is given by

Am
k2(l)

i = E
[
hmH

k Bk(l)zm
k (l)|y,bi

]
=
(
hk

1m

)i∗
(bk1(l)zm

k1(l) + bk2(l)zm
k2(l))

+
(
hk

2m

)i∗
(bk2(l)zm

k1(l) − bk1(l)zm
k2(l)) (A6)

where (hk
qm)i =E[hk

qm|y,bi], and zm
k (l)=[zm

k1(l), z
m
k2(l)]

T =
FH

k ym(l) is a (2 × 1) vector consisting of the matched filter
outputs corresponding to the kth user at the lth received period.
In a similar manner, one can express Am

k3(l)
i in (A4) as

Am
k3(l)

i =
K∑

j=1

dkj
11(l)

i
(
hk∗

1mhj
1m

)i

+ dkj
12(l)

i
(
hk∗

1mhj
2m

)i

+ dkj
21(l)

i
(
hk∗

2mhj
1m

)i

+ dkj
22(l)

i
(
hk∗

2mhj
2m

)i

(A7)

where

dkj
11(l)

i =
(
ρkj
11bk1(l) + ρkj

21bk2(l)
)

bj1(l)i

+
(
ρkj
12bk1(l) + ρkj

22bk2(l)
)

bj2(l)i

dkj
12(l)

i =
(
ρkj
11bk1(l) + ρkj

21bk2(l)
)

bj2(l)i

−
(
ρkj
12bk1(l) + ρkj

22bk2(l)
)

bj1(l)i

dkj
21(l)

i =
(
ρkj
11bk2(l) − ρkj

21bk1(l)
)

bj1(l)i

+
(
ρkj
12bk2(l) − ρkj

22bk1(l)
)

bj2(l)i

dkj
22(l)

i =
(
ρkj
11bk2(l) − ρkj

21bk1(l)
)

bj2(l)i

−
(
ρkj
12bk2(l) − ρkj

22bk1(l)
)

bj1(l)i

and ρkj
qv is the cross-correlation value between ckq and cjv .

According to [6], and based on the synchronous transmission
model, ρkj

11 = ρkj
22, and ρkj

12 = ρkj
21 = 0. Substituting (A5)–(A7)

into (A1), the conditional likelihood function corresponding to
user k is given by

Qk(bk|bi)

=
M∑

m=1

L∑
l=1

Re

×
{

a11(l)i
(∣∣hk

1m

∣∣2)i

+ a12(l)i
(
hk∗

1mhk
2m

)i

+ a21(l)i
(
hk∗

2mhk
1m

)i
+ a22(l)i

(∣∣hk
2m

∣∣2)i

+ βm
k

((
hk

1m

)i∗ × (bk1(l)zm
k1(l) + bk2(l)zm

k2(l))

+
(
hk

2m

)i∗
(bk2(l)zm

k1(l) − bk1(l)zm
k2(l))

−
K∑

j=1

dkj
11(l)

i
(
hk∗

1mhj
1m

)i

+ dkj
12(l)

i
(
hk∗

1mhj
2m

)i

+ dkj
21(l)

i
(
hk∗

2mhj
1m

)i

+ dkj
22(l)

i
(
hk∗

2mhj
2m

)i
)}

. (A8)

Considering a large frame L, the second summand in the right-
hand side of (16) can be neglected, and (A8) is reduced to

Qk(bk|bi) =
L∑

l=1

Qk

(
bk(l)|bi

)
(A9)
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where

Qk

(
bk(l)|bi

)
=

M∑
m=1

Re

{
(1 − βm

k )
(

a11(l)i
∣∣∣(hk

1m

)i
∣∣∣2

+ a12(l)i
(
hk

1m

)i∗ (
hk

2m

)i

+ a21(l)i
(
hk

2m

)i∗ (
hk

1m

)i

+ a22(l)i
∣∣∣(hk

2m

)i
∣∣∣2)

+ βm
k (hm

k )iH

Bk(l)

×

⎛⎝zm
k (l) −

K∑
j=1,j �=k

RkjBj(l)i
(
hm

j

)i

⎞⎠}
.

(A10)

APPENDIX B
DISTRIBUTION OF hm|y, bi

Let

nw =
[
n1

w,n2
w, . . . ,nM

w

]
where

nm
w = [nm

w (1),nm
w (2), . . . ,nm

w (L)] .

Then, the distribution of y|h, bi is given by

P (y|h,bi) =
M∏

m=1

P (ym|hm,bi) (B1)

where

P (ym|hm,bi)

=
1

π2LK(detΣwl)L

×e
−1
No

(∑L

l=1(y
m(l)−FB(l)ihm)H(ym(l)−FB(l)ihm)

)
=

1
π2LK(detΣwl)L

e
−1
No

{∑L

l=1
ym(l)Hym(l)

}
×e

−1
No

(
−
{∑L

l=1
ym(l)HFB(l)i

}
hm−hmH

{∑L

l=1
B(l)iFHym(l)

})
×e

−1
No

(
hmH

{∑L

l=1
B(l)iRB(l)i

}
hm
)
. (B2)

det denotes the matrix determinant, and Σwl = NoI2K . The
channel vector h has a multivariate Gaussian distribution,

which is defined as

P (h) =
M∏

m=1

P (hm) (B3)

where

P (hm) =
1

π2K detΣhh
e−hmH

Σ−1
hh

hm

. (B4)

Using (B1) and (B3), the joint distribution

P (y,h|bi) =
M∏

m=1

P (ym,hm|bi) (B5)

where we have (B6), shown at the bottom of the page. In (B5),
we can notice that the pairs (ym,hm|bi), m = 1, . . . ,M , are
mutually independent. Therefore, we will subsequently focus
on the individual joint distribution of each pair P (ym,hm|bi).
The exponential term, including the second and third terms in
the right-hand side of (B6), can be reformed to take the form of
the exponential term of the standard multivariate Gaussian

distribution by multiplying (B6) with e−mmH

h
Σ−1

h
mm

h /

e−mmH

h
Σ−1

h
mm

h , where

Σh =

(
N−1

o

L∑
l=1

B(l)iRB(l)i + Σ−1
hh

)−1

(B7)

mm
h =

(
L∑

l=1

B(l)iRB(l)i + NoΣ−1
hh

)−1 L∑
l=1

B(l)izm(l)

(B8)

and zm(l) = FHym(l). By integrating (B6) with respect to
hm, we obtain

P (ym|bi) =
detΣh

π2K(L+1)(detΣwl)L detΣhh

× e
−1
No

{∑L

l=1
ym(l)Hy(l)

}
+mmH

h
Σ−1

h
mm

h . (B9)

Finally, using (B6) and (B9), we can estimate the conditional
distribution of (hm|ym,bi) as

P (hm|ym,bi) =
P (hm,ym|bi)

P (ym|bi)

=
1

π2K detΣh
e−(hm−mm

h )H
Σ−1

h ((hm−mm
h )

(B10)

P (ym,hm|bi) =
e

−1
No

{∑L

l=1
ym(l)Hym(l)

}
π2K(L+1)(detΣwl)L detΣhh

× e

{
N−1

o

{∑L

l=1
ym(l)HFB(l)i

}
hm+N−1

o hmH
{∑L

l=1
B(l)iFHym(l)

}}
× e

−hmH
{

No−1
∑L

l=1
B(l)iRB(l)i+Σ−1

hh

}
hm

(B6)
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which represents a Gaussian distribution with mean

E[hm|ym,bi] = mm
h =

(
L∑

l=1

B(l)iRB(l)i + NoΣ−1
hh

)−1

×
L∑

l=1

B(l)izm(l) (B11)

and covariance

E
[(

hm − (hm)i
) (

hm − (hm)i
)H |ym,bi

]
=

(
N−1

o

L∑
l=1

B(l)iRB(l)i + Σ−1
hh

)−1

= Σh. (B12)

APPENDIX C
CONSISTENCY OF CHANNEL ESTIMATES

In this part, we show that the channel estimate (hm)i is con-
sistent. First, we prove that the estimate (hm)i is asymptotically
unbiased. In other words

lim
L→∞

E
[
(hm)i|h,bi

]
= hm. (C1)

We start by the expectation of (18) given hm and bi. We have

E
[
(hm)i|hm,bi

]
=

(
L∑

l=1

B(l)iRB(l)i + NoΣ−1
hh

)−1

×
L∑

l=1

B(l)iE
[
zm(l)|h,bi

]
. (C2)

Substituting (2) in (C2) and inserting the factor L−1, we obtain

E
[
(hm)i|hm,bi

]
=

(
L−1

L∑
l=1

B(l)iRB(l)i+L−1NoΣ−1
hh

)−1

×L−1
L∑

l=1

B(l)iRB(l)ihm. (C3)

Invoking the strong law of large numbers,
L−1

∑L
l=1 B(l)iRB(l)i converges to E[B(l)iRB(l)i] =

2I2K as L → ∞. Thus, (C1) follows. Finally, we show that the
error covariance matrix of the channel estimates Ωi

hh in (19)
converges to 0 as L → ∞, i.e.,

lim
L→∞

Ωi
hh = 0. (C4)

Starting from (19), we have

LΩi
hh =

(
L−1N−1

o

L∑
l=1

B(l)iRB(l)i + L−1Σ−1
hh

)−1

. (C5)

Employing the same argument as above, it is easy to show that
LΩi

hh converges to (No/2)I2K as L → ∞. Consequently, Ωi
hh

converges to 0 with rate 1/L, hence, proving (C4).
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