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Abstract

Context: Requirement traceability (RT) is defined as the ability to describe and follow the life of a requirement. RT helps developers ensure that relevant requirements are implemented and that the source code is consistent with its requirement with respect to a set of traceability links called trace links. Previous work leverages Parts Of Speech (POS) tagging of software artifacts to recover trace links among them. These studies work on the premise that discarding one or more POS tags results in an improved accuracy of Information Retrieval (IR) techniques.

Objective: First, we show empirically that excluding one or more POS tags could negatively impact the accuracy of existing IR-based traceability approaches, namely the Vector Space Model (VSM) and the Jensen Shannon Model (JSM). Second, we propose a method that improves the accuracy of IR-based traceability approaches.

Method: We developed an approach, called \textit{ConPOS}, to recover trace links using constraint-based pruning. \textit{ConPOS} uses major POS categories and applies constraints to the recovered trace links for pruning as a filtering process to significantly improve the effectiveness of IR-based techniques. We conducted an experiment to provide evidence that removing POSs does not improve the accuracy of IR techniques. Furthermore, we conducted two empirical studies to evaluate the effectiveness of \textit{ConPOS} in recovering trace links compared to existing peer RT approaches.

Results: The results of the first empirical study show that removing one or more POS negatively impacts the accuracy of VSM and JSM. Furthermore, the results from the other empirical studies show that \textit{ConPOS} provides 11\%-107\%, 8\%-64\%, and 15\%-170\% higher precision, recall, and mean average precision (MAP) than VSM and JSM.

Conclusion: We showed that \textit{ConPos} outperforms existing IR-based RT approaches that discard some POS tags from the input documents.
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1. Introduction

Requirement traceability (RT) is defined as the ability to describe and follow the life of a requirement, in both a forward and backward direction [1]. RT thus helps developers ensure that relevant requirements are implemented and that the source code is consistent with its requirement [2, 3] with respect to a set of traceability links called trace links [4]. Each trace link describes the association/connection between a requirement and a source-code entity that implements the requirement. Intuitively, as changes are introduced to requirements documents and/or source code, it is desirable for RT to keep all trace links up to date. In practice, however, developers do not always keep trace links updated during continuous software maintenance and evolution tasks [5, 6]. Thus, trace links between requirements and source code entities tend to become obsolete. Manually creating trace links is an effort intensive task. Information retrieval (IR) techniques are often used to recover trace links semi-automatically or automatically, with various accuracies [7, 8]. IR techniques are used to compute the similarity between the requirements and the source code comments and identifiers. A high similarity means a potential trace link between a requirement and a source code entity. IR techniques generate a ranked list in descending order of potential trace links based on textual similarity.

Due to noise and/or misleading textual information [9, 10] in the requirements and the source code, IR techniques may produce many false-positive links while pushing true-positive links further down in the ranked list, resulting in low precision and recall. The poor accuracy of IR techniques potentially lead to excessive developer effort for examining the resulting trace links, which has motivated researchers to improve IR techniques. To that end, various approaches have been developed to reduce noises in the input documents. For instance, a heuristic
is to only index nouns of software artifacts [11, 12]. However, a requirement may not be complete without a proper verb, and removing a verb could result in the loss of important semantic information. For example, a requirement $R_1$ for an email client “Email client shall open and display a message in a single window” contains three verbs (two main verbs, i.e., open and display, and one model verb, i.e., shall) and four nouns (email, client, message, and window). In the source code, although class names are frequently constructed from nouns, verbs often appear in the identifiers of method names; one reason could be that the Java Language Specification recommends that method names should be verbs or verb phrases [13, 14]. Similar naming conventions are applicable to other languages as well (e.g., C [15]). Several studies have shown that method names are an important source of information for RT tasks [16, 9]. Therefore, failing to include verbs in the RT recovery process may result in linking the requirements to the incorrect source code snippets. For example, an IR technique may link requirement $R_1$ to all classes in the source code that are responsible for sending, receiving, and deleting “messages”, leading to large imprecision.

To recover trace links, previous IR-based works have exploited part-of-speech (POS) tagging, a technique that marks up a word in a given text corpus as corresponding to a particular part of speech (e.g., noun, verb, adjective, etc.). Yet, existing POS taggers are not 100% accurate in tagging source code identifiers [17]. One of the reasons is that a POS tagger attempts to effectively tag terms based on the context of proper English sentences and grammatical structures [18]. However, source code identifiers are bags of words, which do not contain such context information. Removing one POS or combinations of POSs from a text corpus would also result in loss of semantic information such as word contexts that IR techniques typically utilize. Therefore, we hypothesize that excluding one or more POSs to mark up a word in the given text corpus as corresponding to a particular part of speech may have negative impact on the accuracy of the IR techniques in recovering trace links from the text corpus. In the rest of the paper, we use the term “all POSs” to refer to the major POS categories, i.e., nouns, verbs, adjectives, adverbs, and pronouns. We believe that POS categories such as prepositions, determiners, interjection, and conjunctions are not relevant in our context. These issues with existing RT techniques and our observations motivate us to develop a novel approach.

Thus, towards improved RT accuracy and lowered cost for inspecting the results of RT techniques, we propose a new approach to trace link recovery, called ConPOS. ConPOS covers two levels of requirements (i.e., pre- and post-requirements) as well as two different granularity levels of resulting trace links (i.e., class and method). A pre-requirement (resp. post-requirement) is defined as a requirement being in its lifetime point prior to (resp. after) its inclusion into the final requirements specification. Feature requests in an issue tracking system could also be considered as pre-requirements. ConPOS starts with tagging all POSs of a requirement (without excluding any particular POS), then uses two IR techniques, namely Vector Space Model (VSM) and Jensen-Shannon Model (JSM), to recover baseline trace links between given requirements and source code files. Next, as a critical step of our approach, false-positive trace links are identified and cut off according to a constraint-based pruning strategy. Given the fact that verbs play an important role in expressing actions in both requirements and source code (e.g., through method names), ConPOS opts for verbs as the default constraints choice for the pruning; however, other types of POS constraints can also be used. For each link, ConPOS looks for a tagged verb of a requirement in the linked source code files; if the verb appears in both the requirement and the source code then ConPOS approves the link. It is important to note that ConPOS refines the baseline trace links using the constraint as a post-processing step after the baseline trace links are produced using all POSs. This is drastically different from recovering the trace links using nouns as the only POS [11, 12].

In order to validate our approach, we have conducted an empirical study using four medium-size open-source systems, namely iTrust, Lynx, Pooka, and SIP Communicator. We have measured the effectiveness of our approach using precision, recall, and mean average precision $\text{MAP}$ (among all trace links produced) of those that are true-positive links. In addition, using the same four subject software, we have evaluated the effectiveness of ConPOS compared to techniques based on the removal of specific POS types from input documents (e.g., noun-based indexing) as baselines. Our results show that ConPOS provides 11%-107%, 8%-64%, and 15%-170% higher precision, recall, and MAP, respectively, than the baselines. Hence, we have revealed for the first time that using all POSs is essential for effective IR-based trace link recovery, which is drastically different from previous findings suggest that removing POSs could bring gains in precision/recall [11, 12]. Furthermore, using the proposed ConPOS approach, we have demonstrated that applying constraints for pruning as a filtering process, after recovering all trace links using all POSs, can significantly improve the effectiveness of IR-based techniques in recovering trace links.

It is noteworthy that trace links in practice have a broader scope than what ConPOS addresses, including such links among requirements, design documents, test cases, and bug reports, etc. In this paper, however, we focus on improving the accuracy of trace links between requirements and source code, which is an important element of the complete trace links needed by developers. In a realistic scenario, users will use results of ConPOS together with the other kinds of trace links produced by other, complementary approaches.

In the paper, we make the following contributions:

- We have developed a novel approach to trace link recovery, called ConPOS, that introduces the concept of constraints on POS and leverages such constraints to prune false-positive trace links (as a post-processing step), hence to improve RT effectiveness.
- We have conducted an empirical study to assess the effectiveness of state-of-the-art existing IR-based trace link recovery techniques. To this end, we have used datasets covering different granularity levels of trace links, various levels of requirements, and several types of POSs and POS combinations. We have shown that, generally, the removal
of any POS from input documents would reduce the effectiveness of these techniques and that the use of all POSs is important for effective trace link recovery.

- We have evaluated the effectiveness of ConPOS and showed its advantages over existing IR-based trace link recovery techniques. We have also studied the effects of using different types of POSs as constraints on ConPOS effectiveness, and showed that verbs are the most effective POSs for the constraint-based trace link refinement.

The rest of this paper is organized as follows. In the next section, we provide a brief description of the state-of-the-art IR techniques and use of POS in software maintenance. Section 3 describes our proposed approach ConPOS in detail and our implementation of ConPOS. Section 4 presents the empirical validation of ConPOS. Sections 5 and 6 discuss more about our study results and threats to the validity of our findings. Finally, Section 7 provides concluding remarks of this work.

2. Related work

In the last couple of decades, automated RT has gained researchers’ attention. IR techniques have shown promising results for automated RT [19, 20]. Borg et al. [20] conducted a Systematic Mapping (SM) study on IR-based trace recovery that contains 79 publications along with their corresponding empirical data. The authors [20] found that the majority of the studies applied algebraic IR models [7, 21, 22, 12], e.g., Vector Space Model (VSM) and Latent Semantic Indexing (LSI), to recover trace links. Comparisons have been made among different IR techniques, e.g., [23] and [19], with inconclusive results.

Borg and Runeson [24] have synthesized results from the published empirical data corresponding to 25 studies identified in [20]. The authors [24] observed that many comparing studies found that VSM presented the best results. In addition, four studies presented in three publications [19, 23, 25] found that measuring similarities using Jensen-Shannon divergence [26] performed trace recovery with a similar accuracy to VSM. The results of the study [24] suggest that the classic VSM performs better or as good as other models. Hence, VSM and JSM perform favorably in comparison to more complex techniques, such as LSI [21] or latent dirichlet allocation [27]. These findings are also in line with the claim by Fallesi et al. [28] and Ali et al. [29], that simple IR techniques are typically the most useful. Yet, algebraic models, e.g., VSM [7] and probabilistic model, e.g., the JSM model [19], are a reference baseline for both feature location [22, 30] and RT [7, 31].

IR techniques depend on textual information of documents to recover trace links. Due to the noise in the textual information, e.g., misleading textual information [9], IR techniques could recover false positive links and exhibit poor accuracy [11]. To improve the accuracy of IR techniques, some researchers have explored the source code structure to combine it with textual information as an extra source of information [32, 33, 34]. Antoniol et al. [32, 33] proposed an approach for automatically recovering trace links between object-oriented design models and source code. The authors used class attributes as traceability anchors to recover trace links. McMillan et al. [34] proposed a technique for indirectly recovering trace links by combining textual information with structural information. The authors conjectured that related requirements share related source code elements. Grechnik et al. [35] proposed an approach for automating part of the process of recovering trace links between types and variables in Java programs and elements of use-case diagrams. Diaz et al. [36] leveraged source code ownership information to capture relationships between source code artifacts for improving the recovery of trace links between documentation and source code.

The large number of false positive trace links and poor accuracy of IR techniques have persuaded researchers to propose approaches to remove noise from the textual information, e.g., removing common terms [37], splitting identifiers [38], and indexing only nouns [11, 39]. Morphological analysis, e.g., stemming, is used to bring back the terms to their base or root form [37]. For example, email and emails would be converted to email, and an IR technique would treat them as one term. Inverse document frequency (IDF) penalizes common terms to reduce the noise. For example, if a term appears in all the documents then IDF will assign less weight to the term [7].

The importance of a term position in different textual documents have been explored by various researchers [40, 41, 42]. They observed that if a term appears in different zones of a document, then its importance changes. Yet, the state-of-the-art TF/IDF is the most commonly used term weighting scheme [20]. Dit et al. [38] used various identifier splitting algorithms to measure their impact on IR-based feature location. Their results show that only splitting identifiers manually achieves slightly better accuracy.

Some researchers have explored POS tagger to analyze the textual documents [11, 43, 44]. The POS tagger tags all the terms in the corpora according to the context and grammar of a sentence. It is successfully used in various software maintenance tasks [11, 44, 45]. Etzkorn et al. [44] used a POS tagger to tag source code entities, i.e., attributes and method names. They used tagged source code entities to generate meaningful summary of the source code modules. Zou et al. [43] incorporated the use of phrases detection and construction from requirements using POS tagger to dynamically trace requirements. Their approach depends on a project glossary to find additional phrases and weight the contribution of key phrases and terms. Abebe and Tonella [45] used POS tagger to extracts concepts from the source code identifiers. They parsed the source code to build a dependency tree and extracted an ontology by mapping linguistic entities. The built ontology was then used to improve the accuracy of concept location. Shokripour et al. [46] extracted only nouns from the information sources, i.e., repository commits, identifiers and comments in the source code, and information from previously fixed bugs, to develop a bug report assignment recommendation system. Capobianco et al. [47, 11] proposed an heuristic to discard all POSs except nouns for a traceability task. They conjectured that keeping only nouns could improve the accuracy of IR techniques. In some cases, their approach produced better and in some cases worse results than a
baseline IR technique. They observed that some incorrect POS tagging caused poor accuracy.

3. ConPOS: Combining POS with IR Techniques

In this section, we describe our proposed ConPOS approach to trace link recovery. Unlike other approaches in the literature, ConPOS does not exclude any POS from the input documents. However, what sets ConPOS from existing techniques is that it leverages POS information of requirements documents only to improve the effectiveness in trace link recovery. That is, ConPOS does not perform any POS-tagging tasks with the source code.

Specifically, ConPOS follows five key steps to recover trace links:

1. It takes as input documents both the requirements and source code, and performs POS-tagging only in the requirements document.
2. It obtains the baseline trace links from existing approaches (we refer to as baseline approaches) with both input documents.
3. For each produced baseline trace link, ConPOS looks for a tagged verb of a requirement in the linked source code files.
4. If a verb of the requirement is present in the linked source code files then ConPOS approves the link; otherwise, the link is pruned from the baseline result.
5. It outputs the remaining trace links.

Figure 1 shows the high-level architecture of ConPOS, where the major steps are detailed in the following sections.

3.1. Requirements and Source Code Preprocessing

In order to recover trace links with IR-based approaches, we performed a few standard document pre-processing steps. We used a POS tagger to tag all terms in the corresponding input documents and performs POS-tagging only in the requirements document.

3.2. Constraint-based Pruning

At the core of ConPOS is the process of pruning baseline trace links using a filter (referred to as constraint). To facilitate the description of this constraint-based pruning step, we use a set of notations as described in Table 1. Note that $\alpha(R_n, C_s, k_j) = \lvert\theta(R_n, k_j) \cap C_s\rvert$.

In attempting to prune false positives from the baseline trace links, for a trace link from a requirement $R_n$ to associated source code entity $C_s$, ConPOS calculates the similarity score of the link with respect to constraint $k_j$ (denoted as $\phi(R_n, C_s, k_j)$) as follows. If $\alpha(R_n, C_s, k_j) \geq 1$, the score is $\sigma(R_n, C_s) \ast 1 \ast \lambda$ where $\lambda$ is the number of occurrences of POS of the constraint type (i.e., $k_j$) in $C_s$; otherwise, the score is 0. By assigning a zero score to a link, ConPOS essentially removes that link, while using $\lambda$ as a reward is to push upwards trace links that have more matches between the requirement and the source code entity with respect to the constraint. By default, ConPOS uses verbs as constraints for false-positive trace link pruning.

For example, if a requirement $R_1$ is linked to source code entity $C_1$ with the similarity score 0.4, and $R_1$ contains 2, i.e., $\lambda = 2$, verbs that are available in source code, then the new similarity score of the trace link would be 0.48. The higher similarity score would push link higher in the ranked list. If $R_1$ and $C_1$ don’t share any verb then ConPOS will discard the trace link.

3.3. IR Engine

The IR engine in ConPOS takes as input both requirements documents and source code documents, and produces baseline trace links, as well as the similarity function $\alpha(R_n, C_s, k_j)$ to prune false-positive links based on the constraint. The IR engine builds a $m \times n$ term-by-document matrix, where $m$ is the number of all unique terms that occur in the documents and $n$ is the number of documents in the corpus. Then, each cell of the matrix contains a value $w_{i,j}$, which represents the weight of the $i^{th}$ term in the $j^{th}$ document. A weight represents the importance of a term in the corpus of all terms. Various term weighting schemes are available to compute the weight of a term [19, 7]. In this paper, we use the TF/IDF weighting scheme.

IR techniques compute the similarity between two documents based on the similarity of their terms and/or the distributions thereof. A higher similarity value between two documents suggests a stronger potential trace link between them.
Thus, our proposed approach does not depend on a particular IR technique: various IR techniques [19, 7, 21] can be incorporated in our approach to serve the IR engine using the similarity function of ConPOS. The IR technique computes the baseline trace links for ConPOS with all POSs utilized and then the similarity function with the constraint used for filtering prunes suspicious false positives from the baseline links.

4. Empirical Validation of ConPOS

Existing studies have reported that nouns and verbs are better discriminators of a document than other kinds of POS [51, 39]. For example, Capobianco et al. [11] showed that considering nouns only could improve the accuracy of IR-based RT approaches. We have reexamined empirically such findings while verifying our hypothesis that excluding some POSs from software artifacts could negatively impact the accuracy of IR-based trace link recovery techniques (see research question RQ1 and its corresponding Hypothesis 1 (Sect. 4.2)). Furthermore, we have conducted an empirical study to evaluate the effectiveness of ConPOS in recovering trace links compared to existing peer RT approaches (see research question RQ2 and its corresponding Hypothesis 2 (Sect. 4.2)). Finally, to gauge and understand the improvement of ConPOS over existing peer approaches, we compared the effectiveness of ConPOS with existing IR-based and Nn-based RT approaches—as per the scope and focus of this work, we consider (and compare our work with) only approaches that use POS as a major means to recover trace links. The improvement is expected to bring reduction of the effort of software maintenance practitioners in tracing requirements and validating trace links to source code entities (see RQ3 and its corresponding Hypothesis 3 (Sect. 4.2)).

The main goals of our empirical study can be stated as follows:

- **Goal 1**: Provide sufficient empirical evidence that removing any POS does not improve the accuracy of IR techniques (Our proposed ConPOS considers all POSs). This goal is formulated using the following research question: 
  \( \text{RQ1: Does removing any major POS improve the accuracy of IR techniques?} \)

- **Goal 2**: Provide sufficient empirical evidence that the proposed ConPOS approach would lead to better accuracy compared to IR-based RT approaches. This goal is formulated using the following research question:
  \( \text{RQ2: Does ConPOS lead to better accuracy than IR-based RT approaches?} \)

- **Goal 3**: Provide sufficient empirical evidence that the proposed ConPOS approach produces a better accuracy of the trace links compared to noun-based indexing approaches. This goal is formulated using the following research question:
  \( \text{RQ3: How does the accuracy of the trace links recovered by ConPOS compare with a noun-based indexing approach?} \)
4.1. Study Setup

In this section, we describe our empirical validation following the templates and recommendations presented in Wohlin et al. [52], Juristo and Moreno [53], Kitchenham et al. [54], and Jedlitschka and Ciolkowski [55].

4.1.1. Software Subjects

We have chosen four subject software systems for our studies, as described in Table 2. For each subject, the table gives the major characteristics relevant to our experiments wherever available, including version, number of source lines of code (SLOC), the primary programming language in which the subject is written (PL), number of requirements (#Reqs), number of classes (#Classes), number of methods (#Methods), and the number of true-positive (ground-truth) trace links (#TP Links).

In selecting these subjects, we used the following three criteria. First, we chose open-source systems to facilitate the reproduction of our experiments by other researchers. Second, we avoided small systems that are not representative of most systems handled by developers in practice. The four chosen systems are all medium-sized systems—we gauged the size of software in terms of its number of source lines of code (SLOC), and regarded over 10,000 SLOC as a medium size. We did not choose very-large ones because using large systems will make it hard to manually recover and validate their trace links for ground-truth construction. Third, we chose subjects such that different granularity levels of trace links are covered. For example, the Lynx subject contains method-level trace links (i.e., links from requirements to methods) while all the other three subjects contain class-level trace links (i.e., links from requirements to classes).

iTrust is an application that provides patients with a means to keep up with their medical history and records as well as communicate with their doctors. Lynx is a basic textual web browser entirely written in C. Pooka is an e-mail client written in Java using the JavaMail API. SIP is an audio/video Internet phone and instant messenger. These subjects covered both pre- and post-requirements. Specifically, Pooka, SIP, and Lynx contain pre-requirement and iTrust contains post-requirements. In comparison, pre-requirements contain less and more vague textual information [12], whereas post-requirements are more detailed.

True-positive (ground-truth) trace links: We manually created the ground-truth trace links for these subjects. Pooka and SIP datasets were not specifically created for this study. Both of the datasets are used in other studies as well [56, 57]. For the sake of completeness, we briefly explain the process of building trace links for Pooka and SIP. Three Ph.D. students recovered trace links between the requirements and associated source code of each subject. All the students have more than 3 years of Java programming experience and similar experience in the C programming language. The students read the requirements and manually searched for source code snippets that implemented corresponding requirements. They used Eclipse source code search feature to perform source code searches. For example, if a requirement is related to “send an email” then the students used such search queries as “send email”, “send mail”, and “email send” to locate source code snippets that implement the “send an email” feature. The students stored all manually-built trace links in a CSV file. Each CSV file contains source and target document names. Then, three software engineering professors, who have deep knowledge on software requirements and RT along with rich experience in Java and C, followed the same process as the students to link requirements to the source code. At the end, a majority-voting mechanism was used to accept or reject such trace links—a link was accepted if two or three professors agreed on that link being correct. We did not use, at any point of the process, any automated technique to build the oracles (ground truth). For iTrust, we used the traceability oracle provided by the original developers of this software. For Lynx, we used the traceability oracle provided by [58]. To facilitate replication and reuse, all our experimental datasets including the ground-truth trace links are publicly available.

4.1.2. Baseline Approaches and Baseline trace links

We have selected two baseline approaches, JSM and VSM, and took their resulting trace links as the baseline RT results. The selection of these two techniques as baseline approaches was motivated by the facts that (1) they were shown to outperform peer techniques according to previous comparative studies on the effectiveness of IR-based traceability approaches [19, 23], and (2) they do not depend on any parametric tuning, hence potentially reducing internal validity threats to our study results. Table 3 shows the used baseline approaches as well as their corresponding POS-based approaches, where the approach subscript denotes the type of used POS, e.g., Adj, Nn, Vb, Adj+Nn, Adj+Vb, or Nn+Vb. For example, VSMAdj+Vb denotes the VSM approach using adjectives and verbs as POS categories.

To recover baseline trace links, we followed the same steps as described in [7] and [19].

4.2. Hypotheses

The experiments were planned with the purpose of testing the following hypotheses:

1. Hypothesis 1: To answer RQ1, we use all major POSs and their combinations to recover trace links. Table 4 shows the selected POS sub-categories, divided into three main classes: Adj (adjective), Nn (noun), and Vb (verb). We compare the average precision (AP) of POS-based (e.g., noun-based [11]) RT approaches with the two baseline (IR-based) approaches. Our null hypothesis is as follows:

\[ \text{Hypothesis 1} \]
Table 2: Characteristics of Software Systems Used as Experimental Subjects

<table>
<thead>
<tr>
<th>Subject</th>
<th>Version</th>
<th>SLOC</th>
<th>PL</th>
<th>#Reqs</th>
<th>#Classes</th>
<th>#Methods</th>
<th>#TP Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>iTrust</td>
<td>10</td>
<td>19,604</td>
<td>Java</td>
<td>35</td>
<td>218</td>
<td>–</td>
<td>186</td>
</tr>
<tr>
<td>Pooka</td>
<td>2.0</td>
<td>244,870</td>
<td>Java</td>
<td>90</td>
<td>298</td>
<td>–</td>
<td>507</td>
</tr>
<tr>
<td>Lynx</td>
<td>2.8.5</td>
<td>–</td>
<td>C</td>
<td>128</td>
<td>–</td>
<td>2,067</td>
<td>376</td>
</tr>
<tr>
<td>SIP</td>
<td>1.0</td>
<td>486,966</td>
<td>Java</td>
<td>82</td>
<td>1,771</td>
<td>–</td>
<td>871</td>
</tr>
</tbody>
</table>

Table 3: Baseline approaches and corresponding POS-based approaches

<table>
<thead>
<tr>
<th>Baseline approach</th>
<th>Corresponding POS-based approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSM</td>
<td>VSM_{Adj}, VSM_{Nn}, VSM_{Vb}, VSM_{Adj+Nn}, VSM_{Adj+Vb}, VSM_{Nn+Vb}</td>
</tr>
<tr>
<td>JSM</td>
<td>JSM_{Adj}, JSM_{Nn}, JSM_{Vb}, JSM_{Adj+Nn}, JSM_{Adj+Vb}, JSM_{Nn+Vb}</td>
</tr>
</tbody>
</table>

Table 4: Main and Sub Categories of POS

<table>
<thead>
<tr>
<th>Main POS</th>
<th>Sub Categories of POS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Adjectives (Adj)</td>
<td>Comparative adjective, Superlative adjective</td>
</tr>
<tr>
<td>2 Nouns (Nn)</td>
<td>Singular noun, Plural noun, Proper singular noun, Proper plural noun, Personal pronoun, Possessive pronoun</td>
</tr>
<tr>
<td>3 Verbs (Vb)</td>
<td>Adverb, Comparative adverb, Superlative Adverb, Verb, past tense, Verb, gerund/present participle, Verb, past participle, Verb, non 3rd ps. sing. present</td>
</tr>
</tbody>
</table>

H_{0,JSM-JSM_{POS}}: There is no statistical difference in the average precision of the recovered trace links between JSM and JSM_{POS} approaches.

We have similar null hypotheses $H_{0,JVM}$. for VSM.

Hypothesis 2: To answer RQ2, we use our proposed approach ConPOS to recover trace links and compare the average precision with baseline IR-based RT approaches JSM and VSM. For RQ2, we formulate the following null hypothesis:

H_{0,JSM}: There is no statistical difference in the average precision of the recovered trace links between JSM and ConPOS_{JSM}.

We have similar null hypotheses $H_{0,JVM}$. for VSM.

Hypothesis 3: To answer RQ3, we use our proposed approach ConPOS to recover trace links and compare the average precision with Nn-based RT approach [11]. For RQ3, we formulate the following null hypothesis:

H_{0,JSM_{Nn}}: There is no statistical difference in the average precision of the recovered trace links between JSM_{Nn} and ConPOS_{JSM}.

4.3. Analysis Approach

In this section, we briefly present the used accuracy metrics and discuss the significance of the statistical analysis.

4.3.1. Accuracy Metrics

In our studies, we use four standard metrics for evaluating the effectiveness of an IR-based RT approach, as defined below.

Precision is defined as the ratio of the number of relevant trace links retrieved to the total number of retrieved links by an approach. If precision is 1 (or 100%) then all the recovered trace links are relevant ones (i.e., true positives).

\[ \text{Precision} = \frac{|\{\text{relevant links} \cap \{\text{retrieved links}\}\}|}{|\{\text{retrieved links}\}|} \]

Recall is defined as the ratio of the number of relevant trace links retrieved to the total number of relevant trace links. If recall is 1 (or 100%), then all relevant (true-positive) trace links have been retrieved by an approach.

\[ \text{Recall} = \frac{|\{\text{relevant links} \cap \{\text{retrieved links}\}\}|}{|\{\text{relevant links}\}|} \]

Average Precision: While precision and recall together capture the accuracy of an RT approach, high accuracy does not imply that all true-positive links would be placed at the top of the resulting list of trace links. In fact, it is quite possible that a RT approach provides better accuracy than other approaches yet all the true-positive links are down in that list, with which a developer would have to manually discard false-positive links before reaching a true-positive link. Thus, beyond high accuracy, it also is important to bring the true-positive links up in the results in order to save developers’ effort. Therefore, to measure trace link recovery effectiveness, we also consider the average precision (AP) [59, 60] of true-positive trace links in the result of a RT approach. We considered all the candidate links retrieved for a requirement.
\[ AP = \frac{1}{|R|} \sum_{i=1}^{n} (\text{Prec}(i) \cdot \text{relevance}(i)) \]

Where:
- \(|R|\): total number of relevant documents
- \(\text{Prec}(i)\): precision at top \(i\) documents
- \(\text{relevance}(i)\): relevance of the document at rank \(i\), equaling 1 if the document is relevant, 0 otherwise

**Mean Average Precision:** To compute mean average precision (MAP) [59, 60], we consider a requirement as a topic/query and retrieved source code snippets as documents. Thus, MAP for a set of queries is the mean of the average precision scores for each query.

\[ \text{MAP} = \frac{\text{AP}}{Q} \]

Where \(Q\) is the number of queries.

### 4.3.2. Statistical Analysis

It is quite possible that an approach has better MAP than the others, but is the approach statistically significant? To make sure, improvement in MAP is statistically significant, we perform statistical analysis on AP of each requirement. To evaluate the performance of each requirement’s trace, we select AP metric to accept or reject our null hypothesis. We use each AP value as a datapoint in our statistical test to measure the significant difference of accuracy.

For that purpose, we needed to perform appropriate statistical tests with respect to the distribution of the datapoints (i.e., the metric values). We first used a Shapiro-Wilk test to analyze the distribution and found that our data set does not follow a normal distribution. Thus, we chose a non-parametric test (Mann-Whitney test in this work), which does not require the underlying data set to be normally distributed, for our hypothesis testing. We use the \(\alpha = 0.05\) to accept or refute null hypotheses. We test multiple hypotheses, therefore the likelihood of incorrectly rejecting a null hypothesis (i.e., making Type-I error) increases. Therefore, we perform Bonferroni, (i.e., \(m/\alpha\) where, \(m\) is total number of null hypothesis), correction on \(\alpha\). We apply Bonferroni correction by dividing 0.05/6, 0.05/1, and 0.05/1 to adjust \(\alpha\) value for Hypothesis-2, and Hypothesis-3 respectively.

### 4.4. Variables

We use AP as the dependent variable. As per the independent variables, we use all RT approaches (listed in Table 3) to verify our first hypothesis and only JSM, VSM, JSM\(_{Na}\), VSM\(_{Na}\), ConPOS\( _{JSM} \), and ConPOS\( _{VSM} \) to verify Hypotheses 2 and 3.

### 4.5. Experimental Procedure

To verify our first hypothesis (i.e., Hypothesis 1), we proceeded as follows (see Fig. 2). For each subject, to obtain trace links from a POS-based approach \(X_{POS}\), we first tagged all terms in the two input documents (requirements and source code) using POSSE [17]. Then, we divided each tagged document \(D\) into six segmental documents: \(D_{\text{Adj}}, D_{\text{Nn}}, D_{\text{Vb}}, D_{\text{Adj}+\text{Nn}}, D_{\text{Adj}+\text{Vb}},\) and \(D_{\text{Nn}+\text{Vb}}\), which contains only adjectives, nouns, verbs, adjectives and nouns, adjectives and verbs, and nouns and verbs, of the original document \(D\), respectively. For example, to generate \(D_{\text{Nn}}\) from \(D\), we removed all terms other than nouns from \(D\)—as a result, the content of \(D_{\text{Nn}}\) may not consist of complete/readable sentences. Next, we used the baseline approach \((X\), which is JSM or VSM\) associated with the POS-based approach \(X_{POS}\) to recover trace links from the two segmental documents. As such, we performed seven trace link recovery tasks per baseline approach and subject: one task with the baseline approach itself using the two original input documents, and six tasks each with one of the six POS-based approaches corresponding to the baseline approach using the two segmental documents derived from those two original documents. As mentioned earlier, in each of these tasks, we generated \(t\) (where \(t\) is total number of requirements) sets of trace links.

To verify our second and third hypotheses (i.e., Hypothesis 2 and Hypothesis 3) and in addition to precision, recall, and MAP metrics, we have also computed the improvement percentage\(^7\) as an intuitive indicator for improvement. We also adopted the same statistical analyses as in the exploratory study to measure the significance of such improvements. We have only considered three baseline approaches: (i) VSM, representative of the algebraic family of RT techniques, (ii) JSM, representative of the probabilistic family of RT techniques, and (iii) the Nn-based indexing approach to trace link recovery [11], representative of POS-based RT techniques. We denote as ConPOS\(_{VSM}\) and ConPOS\(_{JSM}\) the variants of ConPOS using VSM and JSM as the IR technique that produces the baseline trace links (before the constraint-based pruning), respectively. Contrary to our first experiment, we did not perform POS tagging in source code because ConPOS does not need/use POS information from source code. As mentioned earlier, ConPOS only performs POS tagging in the requirements documents. We adopted the default constraint in ConPOS (i.e., using verbs as the constraint). For each of the four studied subjects, we gave the input requirements and source code of the subject to ConPOS as its inputs. ConPOS generates the trace links by first computing the baseline lines using the underlying baseline approach (VSM or JSM) and then applies the constraint-based pruning with the similarity function, as described in Section 3. ConPOS discards a baseline trace link if the similarity function returns 0 with that link. To recover trace links using Nn-based indexing, we follow the same steps as Capobianco et al. [11]. For each requirements document and source code file, we tagged the terms in the input

\(^7\)Given \(x\) (new value) and \(y\) (base value) the average percentage improvement is computed as: \(\frac{x - y}{y} \times 100\%\)
4.6. Experimental Results

This section presents the results of our experimental studies as guided by the three research questions defined earlier.

4.6.1. **RQ1: Does removing any POS improve the accuracy of IR techniques?**

The effectiveness results of the baseline IR-based approaches and corresponding POS-based approaches are listed in Table 7. Moreover, Figure 5 depicts the effectiveness results for all the threshold points we considered for a deeper analysis. Figure 6 provides an overview of an AP.

As shown in Table 7, in 83% (120/144) of the cases, using a single POS or combination of two of the POS provides significantly lower accuracy than a baseline RT approach (VSM or JSM). For AP metric, only 12.5% of the times results were significant. Thus, we cannot reject our null hypotheses $H_0$- JSM-JSM$_{POS}$ and $H_0$- VSM-VSM$_{POS}$ for all the comparisons. These results suggest that all the POS are important to recover RT trace links. However, some POS are more important than others. Results show that nouns and verbs are better discriminators of a document than other kinds of POS [51, 39]. However, excluding adjectives could cause loss of semantic information and negatively impacts the accuracy of IR-based RT approaches. For example, in the case of JSM$_{Nn+Vb}$ and VSM$_{Nn+Vb}$, 62.5% (5/8), 62.5% (5/8), and 50% (4/8) of the cases using only Nn+Vb improved precision, recall, and MAP, respectively. In the case of iTrust and Lynx, excluding any POS negatively affected the precision and the AP. Only in some of the cases for iTrust and Lynx, recall was improved. Next, we discuss the effect of each POS on IR-based RT-link recovery in detail.

**Adjectives only:** Table 7 shows that in all the cases using only Adj provides lower accuracy than the baseline IR-based RT approaches. Adj provides extra information about a noun and/or a verb. Thus, removing nouns and verbs left the input text with incomplete information. Consequently, incomplete textual information led to lower accuracy. Figure 5 and Figure 6 show that keeping only adjectives in the source code documents provides the lowest accuracy compared to baseline RT approaches and other POS-based approaches.

**Nouns only:** We also compare baseline RT approaches with the heuristics proposed by Capobianco et al. [10, 11]. Capobianco et al. [11] only considered Nns to remove the noise from the data. Their results show that in some cases (e.g., traceability from UML interaction diagrams to source code classes), Nn-based indexing did not provide any better results than an IR-based technique. The results of our exploratory study show that Nn-based indexing, in 21% (5/24), in the table for the rows JSM$_{Nn}$ and VSM$_{Nn}$ of the cases, improve the accuracy of IR-based RT approaches. The results show that 79% (19/24) of the cases Nn-based indexing provides lower accuracy than baseline RT approaches.

Additionally, in all the cases, by averaging the precision of POS-based approaches was always lower than that of the corresponding baseline IR-based approach. However, in 73% cases, using only Nns provides slightly better recall and MAP than the baseline technique. Figure 5 shows that the Nn-based RT approach provides better results only at some threshold points compared to the baseline approach. Figure 6 shows that Nn-based RT approach has similar AP as VSM.

**Verbs only:** In the case of using only verbs, we observed a drastic decrease in both precision, recall, MAP values, in comparison to the corresponding baseline. We examined the tagged verbs of source code documents and requirements and found that due to the lack of context many of the verbs in source code documents were tagged as adjectives or nouns (e.g., “access”, “open”, and “show”). Thus, removing adjectives and nouns caused loss of semantic information, hence poor accuracy. This observation supports our conjecture that without proper contextual and grammatical information, a POS tagger could incorrectly tag source code terms. The worst-case results were seen with Lynx when using verbs only. One reason could be that the selected POS-tagger has lower accuracy on C source code, as shown by Gupta et al. [17]. In addition, Lynx has method bodies used as source-code documentation, with which there is little textual information available and very few terms were tagged as verbs.

**POS combinations:** In 58% (14/24) of the cases, using nouns+verbs provides better results than the baseline RT approach. Only in the case of Pooka, for all accuracy matrices, removing a POS (adj) provides slightly better results than the baseline IR techniques. (For brevity, we discuss in detail the
Figure 3: Precision (y axis) and recall (x axis) of ConPOS \textsubscript{JSM} versus \textit{JSM} and ConPOS \textsubscript{VSM} versus \textit{VSM} on the four subjects, with the similarity threshold $t$ varying from 0.01 to 1 by step of 0.01.
Figure 4: Distribution of average precision (AP) (y axis) of ConPOS$_{JSM}$ versus $JSM$ and ConPOS$_{VSM}$ versus $VSM$ (x axis) on the four subjects.
results on Pooka and with one baseline VSM only; similar, detailed results on other subjects and with the other baseline JSM are all available online).

Figure 5 and 6 shows that using Nn+Vb provides better results on all the threshold points. In fact, Pooka is the only subject out of the four studied with which we observed this consistent contrast.

Our results show that removing any POS could cause loss of semantic information and consequently negatively affects the accuracy of IR-based RT approaches. To the best of our knowledge, this is the first study that shows that all POSs are important for an IR-based technique to recover trace links.

| Results of our exploratory study support our conjecture that excluding any POS from software artifacts could negatively affect the accuracy of IR-based trace link recovery techniques. |

4.6.2. RQ2: Does ConPOS lead to better accuracy than IR-based RT approaches?

Figure 3 depicts the precision and recall of ConPOS$_{JS M}$, ConPOS$_{VS M}$ versus JSM and VSM, respectively. The charts show that ConPOS achieved constantly higher effectiveness than both baseline techniques. It is worth noting that the advantage of ConPOS was exhibited at any of the 100 threshold points, although the magnitude of improvement varied with different thresholds.

In the cases of Lynx and SIP, at threshold 0 ConPOS missed five (1.5%) and three (0.33%) true-positive links, respectively, which led to low recall at that threshold point. We further examined these bad cases and found that in all true-positive links that ConPOS missed the source code entities implementing the corresponding requirement do not use any verbs tagged from the requirement. In consequence, those links were discarded by ConPOS since it used verbs as the default constraint for pruning. On the other hand, however, for Lynx and SIP ConPOS was able to remove up to 82% and 70% of false-positive links, respectively, at the cost of missing only few true positive links.

Table 5 summarizes the MAP. Figure 4 gives the distribution of the AP of all true-positive trace links. The boxplots confirmed that ConPOS always placed true-positive links at higher ranks, potentially saving the effort of practitioners in inspecting the RT results. Moreover, ConPOS lowered the rankings of true-positive links substantially compared to the two IR-based baseline approaches. Note that here the smaller the ranking numbers, the higher the ranks (i.e., the higher the true-positive links were placed in the ranked list), hence the better. For example, in the case of Lynx (VSM), on average, ConPOS$_{VS M}$ raised the rank of true-positive trace links up from 23.88 to 6.20.

On average, ConPOS decreased the ranking of true-positive trace links by (67%-74%); thus, it places true-positive trace links substantially higher in ranked lists when compared to the baseline IR-based RT approaches.

4.6.3. RQ3: How does the accuracy of the trace links recovered by ConPOS compare with a noun-based indexing approach?

Table 6 shows average precision, recall, and MAP of ConPOS (including its variants ConPOS$_{JS M}$ and ConPOS$_{VS M}$) and Nn-based indexing approaches (VSM$_{V n}$ and JSM$_{V n}$). Results show that ConPOS provides 11%-107%, 8%-64%, and 15%-170% better precision, recall, and MAP, respectively, than the Nn-based indexing approach, which missed quiet a few true-positive links at 0 threshold. Additionally, putting together this table and the exploratory study results in Tables 7 reveals that ConPOS is not only more effective than Nn-based indexing approaches, but also more effective than IR-based approaches with input documents from which other types of POS (Vb and Adj) or different combinations of POS (Adj+Vb, Adj+Nn, Vb+Nn) are removed.

Further, results of our statistical analyses (same as those for RQ2) suggest rejecting all the null hypotheses related to RQ3: in any of the comparisons, the difference between ConPOS and compared Nn-based indexing approach was statistically significant as per the $p$ value being far below the standard significant value 0.05.

ConPOS provides 11%-107%, 8%-64%, and 15%-170% better precision, recall, and MAP, respectively, and decreased the rank of true-positive trace links by 67%-74%, than the Nn-based indexing approach.

In summary, as corroborated by our substantial empirical evidences, ConPOS achieves constantly better effectiveness, in terms of any of the three metrics (precision, recall, and MAP of true-positive links), than any of the baseline approaches we studied, with strong statistical significance. The key of the ConPOS approach is augmenting IR techniques with constraint-based pruning with the full use of POS information.
Table 5: Average precision, recall, and MAP of ConPOS versus the two IR-based baseline approaches (JSM and VSM), along with the average percentage of improvement of ConPOS over the baseline in each of these effectiveness metrics (in the parentheses). For all comparisons, $p$-values are below $\alpha = 0.05$.

<table>
<thead>
<tr>
<th></th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VSM</td>
<td>ConPOS$_{VSM}$</td>
<td>VSM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>VSM</td>
</tr>
<tr>
<td>iTrust</td>
<td>48.89</td>
<td>67.56 (38%+)</td>
<td>23.40</td>
</tr>
<tr>
<td>Lynx</td>
<td>65.85</td>
<td>74.46 (13%+)</td>
<td>38.26</td>
</tr>
<tr>
<td>Pooka</td>
<td>41.31</td>
<td>63.96 (55%+)</td>
<td>10.70</td>
</tr>
<tr>
<td>SIP</td>
<td>14.14</td>
<td>29.29 (107%+)</td>
<td>13.06</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VSM</td>
<td>ConPOS$_{VSM}$</td>
<td>VSM</td>
</tr>
<tr>
<td>iTrust</td>
<td>34.70</td>
<td>49.92 (44%+)</td>
<td>40.58</td>
</tr>
<tr>
<td>Lynx</td>
<td>60.30</td>
<td>66.68 (11%+)</td>
<td>41.35</td>
</tr>
<tr>
<td>Pooka</td>
<td>32.24</td>
<td>56.67 (76%+)</td>
<td>12.69</td>
</tr>
<tr>
<td>SIP</td>
<td>18.45</td>
<td>29.43 (60%+)</td>
<td>17.07</td>
</tr>
</tbody>
</table>

Table 6: Precision, recall, and MAP of ConPOS versus the $N_n$-based indexing approach as the baseline, along with the average percentage of improvement of ConPOS over the baseline in each of these effectiveness metrics (in the parentheses).

<table>
<thead>
<tr>
<th></th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VSM$_{N_n}$</td>
<td>ConPOS$_{N_n}$</td>
<td>VSM$_{N_n}$</td>
</tr>
<tr>
<td>iTrust</td>
<td>36.79</td>
<td>67.56 (84%+)</td>
<td>24.93</td>
</tr>
<tr>
<td>Lynx</td>
<td>45.13</td>
<td>74.46 (65%+)</td>
<td>36.17</td>
</tr>
<tr>
<td>Pooka</td>
<td>35.17</td>
<td>63.96 (82%+)</td>
<td>13.02</td>
</tr>
<tr>
<td>SIP</td>
<td>8.40</td>
<td>29.29 (249%+)</td>
<td>16.31</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VSM$_{N_n}$</td>
<td>ConPOS$_{N_n}$</td>
<td>VSM$_{N_n}$</td>
</tr>
<tr>
<td>iTrust</td>
<td>27.36</td>
<td>49.92 (82%+)</td>
<td>42.95</td>
</tr>
<tr>
<td>Lynx</td>
<td>39.95</td>
<td>66.68 (67%+)</td>
<td>39.03</td>
</tr>
<tr>
<td>Pooka</td>
<td>26.05</td>
<td>56.67 (118%+)</td>
<td>14.75</td>
</tr>
<tr>
<td>SIP</td>
<td>8.15</td>
<td>29.43 (261%+)</td>
<td>22.54</td>
</tr>
</tbody>
</table>

(both requirements and source code for the IR technique to produce baseline trace links, and in the requirements only for the constraint-based pruning to largely remove false positives). Pruning the baseline links with a particular type of POS used as the constraint turned out to be very effective. This finding implies that the baseline approach produces a lot of false-positive links, possibly because of the inaccurate POS tagging in the source code—note that again during the constraint-based pruning, ConPOS does not tag source code but only tags the requirements, thus overcomes the limitations of existing POS taggers. Moreover, ConPOS improves in the rankings of true-positive links as well, which can be largely attributed to the use of the degree of matching between requirements and source code (i.e., $l$) as a reward in the constraint-based similarity function of ConPOS. Note that the use of this reward turned out to increase the recall of ConPOS versus the baseline approaches; some of the links that would be cut off (as their similarity score fell below the threshold) were recovered by ConPOS since the reward led to higher similarity score for those links.

5. Discussion

We now provide in-depth analysis of our proposed approach and discuss observations from our empirical evaluation of ConPOS.

5.1. Discarding False-Positive Links

ConPOS not only helps to improve the accuracy of IR-based RT approaches but it also automatically removes up to 82% of false-positive links. Figure 7 shows the percentage of all removed false-positive links. For Lynx, ConPOS removes more (higher percentage of) false-positive links than for the other three subjects (especially than for Pooka and SIP).

We also observed that for Lynx ConPOS mistakenly removed five (1.5%) true-positive links (because the source code entities implementing linked requirements do not contain any verbs tagged in the requirements, as explained in Section 4.6). However, on average ConPOS rightly removed up to 82% of false-positive links at the cost of only missing a few of true-positive links. Another finding is that generally the constraint-based trace link pruning (at the core of ConPOS) had almost the same effect on JSM and VSM, albeit with iTrust and SIP ConPOS$_{VSM}$ removed slightly higher percentages of false-positive trace links than ConPOS$_{JSM}$ while with the other two subjects the contrast is reversed (also with very small differences).

Recall that the Lynx datasets contain trace links between requirements and source code at the level of methods, while the trace links are all at class level for the other subjects. Interestingly, ConPOS tends to remove more false-positive links on a finer-grained granularity level than on a coarser-grained gra-
Table 7: Effectiveness (precision, recall, and MAP) of baseline IR-based approaches and corresponding POS-based approaches. Reported values are average of all the precision and recall computed on threshold $t$ varying from 0.01 to 1 by step of 0.01. Reported MAP values are independent of any threshold. Boldface indicates a POS-based approach’s result that improves over that of the corresponding IR-based baseline approach.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>iTrust</td>
<td>Lynx</td>
<td>Pooka</td>
</tr>
<tr>
<td><strong>VSM</strong></td>
<td>48.89</td>
<td>65.85</td>
<td>41.31</td>
</tr>
<tr>
<td><strong>VSM_{Adj}</strong></td>
<td>14.65</td>
<td>0.09</td>
<td>6.34</td>
</tr>
<tr>
<td><strong>VSM_{Nn}</strong></td>
<td>36.79</td>
<td>45.13</td>
<td>35.17</td>
</tr>
<tr>
<td><strong>VSM_{Vb}</strong></td>
<td>30.50</td>
<td>0.59</td>
<td>16.97</td>
</tr>
<tr>
<td><strong>VSM_{Adj+Nn}</strong></td>
<td>41.94</td>
<td>53.81</td>
<td>28.01</td>
</tr>
<tr>
<td><strong>VSM_{Adj+Vb}</strong></td>
<td>31.43</td>
<td>0.42</td>
<td>18.52</td>
</tr>
<tr>
<td><strong>VSM_{Nn+Vb}</strong></td>
<td>39.07</td>
<td>60.09</td>
<td>52.68</td>
</tr>
<tr>
<td><strong>JSM</strong></td>
<td>34.70</td>
<td>60.30</td>
<td>32.24</td>
</tr>
<tr>
<td><strong>JSM_{Adj}</strong></td>
<td>10.53</td>
<td>0.09</td>
<td>5.46</td>
</tr>
<tr>
<td><strong>JSM_{Nn}</strong></td>
<td>27.36</td>
<td>39.95</td>
<td>26.05</td>
</tr>
<tr>
<td><strong>JSM_{Vb}</strong></td>
<td>28.54</td>
<td>0.25</td>
<td>14.70</td>
</tr>
<tr>
<td><strong>JSM_{Adj+Nn}</strong></td>
<td>30.32</td>
<td>45.41</td>
<td>24.72</td>
</tr>
<tr>
<td><strong>JSM_{Adj+Vb}</strong></td>
<td>32.21</td>
<td>0.24</td>
<td>24.82</td>
</tr>
<tr>
<td><strong>JSM_{Nn+Vb}</strong></td>
<td>35.19</td>
<td>52.26</td>
<td>41.67</td>
</tr>
</tbody>
</table>

Figure 5: Precision (y axis) and recall (x axis) of trace links for Pooka produced by VSM and corresponding POS-based approaches (listed in the legend), with the threshold $t$ varying from 0.01 to 1 by step of 0.01.

Figure 6: Distribution of average precision (AP) of true-positive links (y axis) among all trace links for Pooka produced by VSM and corresponding POS-based approaches (x axis).
nularity level (e.g., class level). On the other hand, however, ConPOS tends to provide better accuracy on the coarser-grained granularity level than on the finer-grained granularity level. However, we cannot generalize this finding. This is because we would need more fine-grained datasets to do so, which is part of our future work (i.e., applying ConPOS to recover trace links at a larger variety of granularity levels each with a larger number of data samples).

5.2. Alternative Choices of Constraint (Nn and Adj)

While by default we use verbs as the constraint in ConPOS, ConPOS allows for any other types of POS to be used as the constraint as well. As we mentioned earlier, the justification for choosing verbs as the default constraints is that verbs define actions in requirements, thus the source code entity must implement the action of a requirement and/or an action term of a requirement must be present in the source code entity. In our evaluation study, we used the default type of constraint. Our evaluation results show that using a constraint on verbs provides better precision, recall, and MAP than VSM, JSM, and the Nn-based indexing approach. To understand the impact of the choice of constraint, we further studied two alternative choices: using Nn or Adj as the constraint in ConPOS. For example, with Nn used as the constraint, ConPOS approves an trace link if a noun (e.g., “email”) that appears in a requirement is also present in the source code entity linked to that requirement; otherwise, the trace link will be pruned. We refer to this as ConPOS_{X,Y}, the variant of ConPOS using X as the baseline IR-based technique with the type Y of POS as constraint, where $X \in \{VS M, J S M\}$ and $Y \in \{N n, V b, A d j\}$.

Table 8 shows that defining constraints on nouns led to slightly better precision 25% (2/8) of the cases, recall 75% (6/8) of the cases, and MAP 38% (3/8) of the cases, than the baseline RT approaches. Only for SIP (ConPOS_{JSM}), using nouns as constraint brought higher recall than the baseline and using constraint on verbs. In most of the cases, at $t = 0$, the total number of trace links recovered by ConPOS is almost the same as the baseline RT approaches, regardless of which types of POS is used as constraint.

We observed that nouns are a very common type of POS in the input documents, which explains why using constraints on nouns could not remove false-positive links substantially. For example, in the requirement of “Email client shall open and display a message in a single window”, using a constraint on the term “message” will not help remove false-positive links to source code entities containing “receive, send, delete messages”. Because ConPOS (using nouns as constraint) will find a matched noun (i.e., “messages”) in a class responsible for receiving, sending, and deleting messages. Therefore, using constraints on nouns can provide better accuracy but may not remove significant numbers of false-positive links.

For a deeper analysis, Figures 8 and 9 show the detailed effectiveness results (for all the 100 threshold points) on one of the four subjects Pooka with VSM used as the baseline IR technique for ConPOS. The results show that defining constraints on nouns produced better precision and recall for this subject at some threshold points only in comparison to the baseline. In contrast, for this particular subject, defining constraints on adjectives did not produce better precision and recall; it led to higher precision and recall only at a couple of threshold points.

In all, defining constraints on adjectives or nouns never resulted better results than defining constraints on verbs for the proposed ConPOS approach. Our results reveal that defining constraints could improve the effectiveness of baseline RT approaches for a variety of constraint choices, yet the most effective is to use verbs as constraint as the default option of ConPOS.

5.3. Other Observations

Typically POS taggers tag a term based on the context and grammar of a sentence. For example, a requirement for Pooka is “Email client shall open and display a message in a single window”. Here the term “open” is an action and POS tagger tagged it as a verb. MessageFrame.java is the source code file responsible to implement the requirement. POS tagger tagged term “open” as an adjective based on the context in the source code file. Thus, in the case of only noun and verbs, removing a term “open” from source code file caused low similarity value between a requirement and source code file. The low similarity value pushed true-positive links down in the ranked list.

A source code document is a mixture of some terms without any context and proper grammar. A POS tagger could incorrectly tag terms because of missing context and proper English sentences. Filtering terms from source code entities based on POS tagger could remove some important semantic information, and thus lead to inaccurate tagging by the POS tagger. Capobianco et al. [10, 11] also observed that in some cases incorrect POS tagging caused poor accuracy.

Therefore, our proposed approach ConPOS only uses POS tagger on requirements and look for the same terms, tagged as verbs, in the source code. We are not concerned whether the same verb is tagged as a verb in a source code entity. For example, in our previous example, ConPOS will recover a link between the requirement and MessageFrame.java because MessageFrame.java contains the term “open”. It is quite possible that using such a constraint may not remove all false posi-
Table 8: Effectiveness (precision, recall, and MAP) of ConPOS variants using different POS as constraint versus baseline IR-based approaches. CP is short for ConPOS. Boldface indicates a ConPOS approach’s result that improves over that of the corresponding IR-based baseline approach.

<table>
<thead>
<tr>
<th></th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>iT</td>
<td>Lynx</td>
<td>Pooka</td>
</tr>
<tr>
<td>VSM</td>
<td>48.89</td>
<td>65.85</td>
<td>41.31</td>
</tr>
<tr>
<td>CP VS M.vb</td>
<td>67.56</td>
<td>74.46</td>
<td>63.96</td>
</tr>
<tr>
<td>CP VS M.adj</td>
<td>49.82</td>
<td>65.22</td>
<td>41.85</td>
</tr>
<tr>
<td>CP VS M.nn</td>
<td>35.58</td>
<td>62.42</td>
<td>35.98</td>
</tr>
<tr>
<td>JSM</td>
<td>34.70</td>
<td>60.30</td>
<td>32.24</td>
</tr>
<tr>
<td>CP JS M.vb</td>
<td>49.92</td>
<td>66.68</td>
<td>56.67</td>
</tr>
<tr>
<td>CP JS M.adj</td>
<td>33.13</td>
<td>57.30</td>
<td>33.69</td>
</tr>
<tr>
<td>CP JS M.nn</td>
<td>29.39</td>
<td>56.48</td>
<td>32.47</td>
</tr>
</tbody>
</table>

Figure 8: Precision (y axis) and recall (x axis) of ConPOS using VSM and the baseline approach on the Pooka subject, with various types of POS used as constraint for ConPOS and with the threshold $t$ varying from 0.01 to 1 by step of 0.01.

Figure 9: Distribution of average precision (AP) of true-positive links of ConPOS using VSM and the baseline approach on the Pooka subject, with various types of POS used as constraint for ConPOS.


5.4. Comparison with related work

Our conjecture stems from the work of Capobianco et al. [10, 11]. We conjecture that source code entities are mixture of terms without any context and proper grammar. A POS tagger could tag a term incorrectly because of the missing context and grammar. Thus, discarding terms based on incorrect POS tagging could yield semantic information loss. In addition, a verb defines the action of a requirement and removing verbs and only keeping nouns from a requirement could produce more false positive links.

The work presented in this paper is different from the heuristics proposed by Capobianco et al. [10, 11]. We do not discard any POS from the documents because we conjecture all POS contain important semantic information. We use POS of requirements to define some constraints on the trace links to discard false positive trace links. In addition, to the best of our knowledge, this paper is the first attempt to analyze the impact of various POS, i.e., adjectives, nouns, and verbs, on RT.

Table 9 shows the summary of the related work. The column Constraint on POS shows whether existing works have explored the impact of a single, multiple, or a combinations of different POS on recovering trace links. The internal validity of the study is the extent to which a treatment affects change in the dependent variable [54, 52]. The internal validity of our empirical study could be threatened by our choice of verb for the constraint used in ConPOS: constraints using other types of POS could lead to different results. To mitigate this threat, we performed more experiments (i.e., constraints on nouns and adjectives) to examine the impact of the choice of constraints in ConPOS on its effectiveness and found that using verbs as constraint provides the best results. The choice of source code tagger could also impact our empirical study results; hence the use of a different POS tagger might lead to different results. To mitigate this threat, we used POSSE [17], an effective source code POS tagger that outperforms other existing POS taggers, as shown by the authors [17]. However, in general, the POS taggers are not 100% accurate yet. Thus, using more accurate POS taggers in future could lead to better/different results relative to ours.

6. Threats to Validity

Some threats could potentially limit the validity of our experiments. We now discuss potential threats and how we control or mitigate them, following the categorization of validity threats proposed in [52].

Construct validity. Construct validity concerns the relation between theory and observations [52]. To mitigate construct validity threats, in our empirical study, we used widely adopted metrics, precision, recall, and MAP, to assess various baseline techniques and ConPOS as well as the improvement achieved by ConPOS. The ground-truth trace links (traceability matrix) used to evaluate the tracing accuracy is another threat to the construct validity of our results. These links were created by a few students at a local institution, thus the validity of the ground-truth is potentially subject to human biases or mistakes. To mitigate this threat, after the students manually recovered the trace links, two professors verified their results to reduce the possibility of errors in the dataset. The ground-truth links were all approved by the professors before they were used in our studies. Also, all but one of the participants who created the oracles were unaware of the purpose of this process or details about this work. Finally, for iTrust, we used the oracle recovered by the original developers of this software. The developers of iTrust were not aware of the goal of our empirical study either.

Internal Validity. The internal validity of the study is the extent to which a treatment affects change in the dependent variable [54, 52]. Our empirical study is limited to four datasets iTrust, Lynx, Pooka, and SIP. Yet, our approach is applicable to any other software systems. However, we cannot claim that the same results would be achieved with other systems. Different systems with different POS, requirements, reverse engineering tools, and source code may lead to different results. However, the four selected datasets have different POS information, requirements, and source code quality. Our datasets selection reduces the threat to external validity. However, more studies, preferably on industrial datasets, are required to generalize the results of our empirical study.

External Validity. The external validity of the study relates to the extent to which we can generalize its results [54, 52]. Our empirical study is limited to four datasets iTrust, Lynx, Pooka, and SIP. Yet, our approach is applicable to any other software systems. However, we cannot claim that the same results would be achieved with other systems. Different systems with different POS, requirements, reverse engineering tools, and source code may lead to different results. However, the four selected datasets have different POS information, requirements, and source code quality. Our datasets selection reduces the threat to external validity. However, more studies, preferably on industrial datasets, are required to generalize the results of our empirical study.

Another possible threat to external validity lies in the potential biases due to the fact that we used the same set of experimental data (subjects and corresponding ground-truth links) for both the empirical validation of ConPOS (that addressed RQ2 and RQ3) and the study (the exploratory study that addressed RQ1) that motivated the development of ConPOS. However, we only drew observations from the exploratory study to motivate the design of ConPOS, yet ConPOS itself did not directly use any parameters derived from the exploratory study, nor does ConPOS's internal workings depend/rely on any findings from that study.
Table 9: Comparison between ConPOS and related works. PREQ: POS tagging on requirements document; PSRC tagging on source code; CombP: combinations of POS; PCon: POS used as constraint.

<table>
<thead>
<tr>
<th></th>
<th>Adjectives</th>
<th>Nouns</th>
<th>Verbs</th>
<th>PREQ</th>
<th>PSRC</th>
<th>CombP</th>
<th>PCon</th>
<th>Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>This work</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Traceability</td>
</tr>
<tr>
<td>[61]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>Traceability</td>
</tr>
<tr>
<td>[47]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>Traceability</td>
</tr>
<tr>
<td>[62]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>Feature Location</td>
</tr>
<tr>
<td>[12]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>Feature Location</td>
</tr>
<tr>
<td>[46]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>Bug Report Assignment</td>
</tr>
<tr>
<td>[63]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>Tag Recommendation</td>
</tr>
</tbody>
</table>

In addition, we concluded that removing POS can negatively impact the effectiveness of IR-based RT approaches, which is almost contradictory to the conclusion in previous work [11] that discarding some POS information can help improve the accuracy of IR-based RT approaches. A possible threat to our conclusion is that the drastic difference could be partially connected to the fact that we used a different set of subjects and a different POS tagger from what was used in that work. However, we attempt to use the best POS tagger (POSSE) in the literature (as claimed by the authors of the tagger) at the time this work was undertaken (The POSSE authors also acknowledged that this tagger can be inaccurate in tagging source code, yet is still more accurate in doing so than peer taggers at the time). Ideally, we should have used the same experimental dataset as used in [11]. However, we could not use their datasets for requirements to code traceability because the datasets are in Italian.

Conclusion validity. Conclusion validity threat deals with the relation between the treatment and the outcome [52]. We mitigate this threat by paying attention to the distribution of our empirical study results. We verified the data distribution of our results using Shapiro-Wilk test. We further used a non-parametric statistical test (i.e. Mann-Whitney), because our performance of the Shapiro-Wilk test revealed that our data is not normally distributed.

7. Conclusion

In this paper, we propose a novel approach, called ConPOS, to recover trace links using constraint-based pruning. ConPOS uses all major POS categories and applies constraints on top of the recovered trace links for pruning as a filtering process that can significantly improve the effectiveness of IR-based techniques in recovering trace links. To demonstrate that excluding one or more POSs from software artifacts could negatively impact the accuracy of IR-based RT techniques, we conducted an empirical study to verify this conjecture, and our results show that indeed having more semantic information (i.e., all POS) is better for effectively recovering trace links. One of the reasons could be that POS taggers used on source code identifiers are not 100% accurate yet. Thus, using POS on source code to recover trace links may not be very effective.

In addition, we conducted two empirical studies to evaluate the effectiveness of ConPOS in recovering trace links compared to existing peer RT approaches. Results show that constraint-based pruning (as the core of ConPOS) can bring significant improvement in every aspect of effectiveness (precision, recall, and MAP of true-positive links) over existing IR-based RT approaches and approaches that removed one or more POSs from input documents. Furthermore, we also found that using verbs as the constraint is the most effective choice of the constraint for ConPOS.

In the future, we plan to integrate ConPOS with other RT approaches, e.g., LSI and LDA, to analyze the improvement made by ConPOS. We also plan to perform a user study to analyze how effectively ConPOS helps developers recover trace links and how much time it saves for developers. To generalize the finding of this paper, we plan to perform more extensive empirical studies, preferably on industrial datasets and with heterogeneous types of software artifacts. We observed in a couple of cases, that only keeping nouns slightly improved recall. In future, we plan to analyze a wide variety of datasets to find pattern characterizing the cases where removing a POS could improve the accuracy of an IR approach.
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