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Abstract
Automated and effective techniques to extract video con-

tent such as moving objects and related semantic features
have many applications in new video technologies. Video-
based technologies include video database, video surveil-
lance and video delivery over mobile terminals. Commen-
tators predict that video surveillance (e.g., automated de-
tection of unauthorised access) will grow dramatically in
the coming years. The introduction of next-generation mo-
bile services will make video contents accessible via mobile
terminals. Automated content extraction would signi£cantly
facilitate the use and reduce the costs of these applications.

This paper proposes a system for stable real-time ex-
traction of high-level video content. The system consists
of four interacting levels: enhancement to estimate and re-
duce noise, stabilisation to compensate for global changes
such as global motion, analysis to extract moving objects,
and interpretation to extract semantic features.

Our system represents a video in terms of moving objects
and related semantic features such as events. To achieve
higher applicability, content is extracted independently of
the context of the input video. Our system, implemented on
over 6000 images with multi-object occlusion and artifacts,
produces stable results in real-time. This is due to the
adaptation to noise, the compensation of estimation errors
at the various processing levels, and the division of the
processing system into simple but effective tasks.

Keywords: Object segmentation, event detection, context
independence, video interpretation, video surveillance.

1. INTRODUCTION AND RELATED WORK

Because of the ever-increasing needs for video storage,
maintenance, and processing, developing automatic and ef-
fective techniques forcontent-basedvideo representation
have become crucial. A video shot consists, in general,
of moving objects and their low and high-level features
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within a given environment and context. Developing ad-
vanced and ef£cient content-based video representation re-
quires the resolution of two key issues: de£ning what are
the mostimportantand mostcommonvideo contents and
what level of features are suitable to represent these con-
tents. An important observation is that the subject of the
majority of video is related to moving objects, in particular
people, that perform activities and interact creating object
meaning such as events [7, 4]. A second observation is that
the human visual system (HVS) is able to search a video by
quickly scanning (”¤ipping through”) it for activities and
events. In addition, to design widely applicable content-
based video representations, the extraction of video content
independently of the context of the video data is required.

Much work on video representation deals with the devel-
opment of a generally applicable solution; however, there
are few tests in the presence of noise and other artifacts.
Most representation systems use mainly low-level features.
Studies have shown that low-level features are not suf£cient
for effective video representation and that objects must be
assigned high-level features as well [4, 8]. Current sys-
tems use one or two processing levels to represent video
content: analysis to extract low-level content [5, 2] and/or
interpretation to describe content in semantic-related terms
[6, 9]. Most high-level video representation systems are
developed for narrow applications [4] and little work on
context-independentrepresentation exist.

2. PROPOSED SYSTEM

Without real-time consideration, a representation can lose
its applicability. On the other hand, system stability is im-
portant for successful use. The objective of this paper is to
develop anautomatic low-complexity modularsystem for
stable representation of video shots of real environments
such as those with occlusions and coding artifacts. The
system objective is achieved by 1) adaptation to noise, 2)
correction or compensation of estimation errors at the var-
ious levels, and 3) division of the system into simple but
effective tasks avoiding complex operations. The proposed
system builds on the work in [3] and consists of two levels:
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analysis (Sec. 2.1) and interpretation (Sec. 2.2). Fig. 1 dis-
plays a block diagram of the proposed system whereR(n)
represents a background image of the shot andσn is the es-
timated noise standard deviation. An important feature of
this system is that it is layered. For example, low-level ob-
ject segments are used for tracking and tracking can correct
and merge these segments if needed. Tracking together with
merging are then used to detect events.
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Fig. 1. Proposed framework for video representation.

This system outputs at each instantn a list of objects
with their identity throughout the shot,low-level features
(location, shape, size, motion),trajectory, life span or age,
event descriptions, andspatio-temporal relationship. This
can be used in applications where an interpretation (“what is
this shot about?”) is needed . For example, in video surveil-
lance, event-oriented alarms can be activated. In video re-
trieval, high-level queries can be facilitated.

2.1. Object-oriented video analysis

The proposed video analysis consists of: 1) motion-
detection based object segmentation, 2) object-based mo-
tion estimation, 3) region merging, and 4) feature-voting

based object tracking. The object segmentation module ex-
tracts objects based on motion and background data. In
the motion estimation module, temporal features are esti-
mated. The tracking module combines spatial and temporal
features in an effective voting strategy [3] that accounts for
possible inaccuracies. Segmentation may produce objects
that are split into sub-regions. Region merging intervenes to
improve segmentation using tracking results. Region merg-
ing is based on temporal coherence and matching of objects
rather than on local features.

Video analysis modules may produce inaccuracies and
much research has been done to enhance their performance.
This paper proposes to compensate errors of low-level steps
at higher levels when more reliable information is available.
In each module of the proposed video analysis, complex
operations are avoided. The current implementation of the
proposed video analysis requires on average between 0.11
and 0.35 seconds to analyze the content of two images on a
SUN-SPARC-5 360 MHz. For comparison, the current ver-
sion (v.4x) of the reference method, COST-AM [2], takes
on average 175 seconds to segment objects of an image.

The critical task of the proposed video analysis is motion
detection which must remain reliable throughout the shot.
Parameters of the proposed motion detection are automati-
cally adapted to the estimated noise [3] and temporal adap-
tation which makes the procedure reliable throughout the
shot is introduced. Furthermore, the elimination of small
objects is adapted spatially to a homogeneity criterion and
temporally to corresponding objects.

2.2. Context-independent high-level video interpreta-
tion

High-level features are generally related to object move-
ment [4] and can be divided into context independent and
context dependent features. High-level features such as
events are generally applicable when they convey a £xed
meaning that is independent of context. An event expresses
a particular behavior of a £nite set of objects in a sequence
of a small number of consecutive images of a shot. An event
consists of components associated with time and location
whose meaning may vary with context. For example, ade-
posit event has a £xed meaning (an object is added to the
scene) but can have a variable meaning in different contexts.

With the information provided from the video analysis
step, events are extracted in a straightforward intuitive man-
ner by combining trajectory information with spatial fea-
tures. Objects and their features are represented in tempo-
rally linked lists. Data is analyzedas it arrivesand events
are detected as they occur. The following are events auto-
matically detected by our system (due to space constraints
only two events are de£ned here):
• An objectenters, appears, exits, disappear, andstops.
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• Objectsocclude/occludedandremove/removed.
• Abnormal movements is de£ned when an objectstays
longor moves (too) fast/slow.
• A dominant object 1) is related to a signi£cant event, 2)
has the largest size, or 3) has the largest speed or age.
• An object,Oi ∈ I(n), movesin imageI(n) if
◦ Mi : Op → Oi (a function assigningOp at timen − 1

to an objectOi at timen) whereOp ∈ I(n − 1), and
◦ the median of the motion magnitudes ofOi in the lastk

images is larger than a threshold.
• Oi depositsOj (or Oj is depositedby Oi) if
◦ Op ∈ I(n − 1), Oi, Oj ∈ I(n), andMi,
◦ Oj /∈ I(n − 1), i.e., no matchM0 :a Oj ,
◦ Aj

Ai
< ta, ta < 1 being a threshold,

◦Ai+Aj ' Ap ∧[(Hi+Hj ' Hp)∨(Wi+Wj ' Wp)],
whereAi, Hi, andWi are area, height, and width ofOi,
◦ Oj is close to a side,s, of the minimum bounding box

(MBB) of Oi. s ∈ {rmini
, rmaxi , cmini

, cmaxi}. Let dis be the
distance between the MBB-sides andOj . Oj is close tos
if tcmin < dis < tcmax with thresholdstcmin andtcmax, and
◦ Oi changes in height or width betweenI(n − 1) and

I(n) at the MBB-sides.
Only if the distance between the deposited object and

depositor is large the eventdepositis considered. Other-
wise Oj is assumed have split fromOi and is merged to
Oi. To reduce false alarms,depositis declared if the de-
posited object remains in the scene for some time. This is
important to differentiate between deposit and segmentation
errors. Stopping objects (e.g., seated person or stopped car)
and deposited objects are also considered.

These proposed events are suf£ciently broad for a wide
range of applications to assist on-line supervision of, for
example, the removal/deposit of objects in a surveillance
site, the behavior of traf£c objects, and the behavior of cus-
tomers in stores or subways. Other events and composite
events, such as stand, sit, walk, object lost, and found, can
be easily extracted based on our event detection strategy.
For example,approach a restricted sitecan be easily ex-
tracted when the location of the restricted site is known.

3. RESULTS

Extensive experiments using widely referenced shots have
shown the effectiveness of the proposed framework. Tests
has been conducted on more than 10 shots containing a to-
tal of 6071 images with multi-object occlusion, noise, and
artifacts of indoor and outdoor environments. The proposed
system works in real time for surveillance applications with
a rate of up to 10 frames/second.

Samples of our results for the proposed video analysis
are shown in Fig. 2–5. Fig. 2 shows that the proposed mo-
tion detection method is more reliable than a statistical mo-
tion detection method [11, 1] especially in images with local

illumination change and noise. Fig. 3 shows objectively that
the proposed object segmentation is better than the refer-
ence method, the COST-AM method, with respect to spatial
accuracysQM(dB) criterion[10]. Fig. 4 displays subjec-
tively that the proposed method remains robust to variable
object size and is spatially more accurate. Fig. 5 displays
reliably estimated trajectories using the proposed tracking
method.

The performance of the proposed interpretation is illus-
trated here by samples of our results for surveillance appli-
cations. Fig. 6 shows images of key events extracted auto-
matically where only objects performing events are anno-
tated (ID and MBB). The good performance of the system
is a result of special considerations to handle inaccuracies
and false alarms such as differentiating between deposited
objects and split objects.

4. CONCLUSION

This paper presented a computational framework to auto-
matically and ef£ciently extract 1) meaningful video objects
and 2) useful context-independent events. The proposed
events are suf£ciently broad to assist applications such as
monitoring 1) of removal/deposit of objects, e.g., comput-
ing devices, 2) of traf£c objects, and 3) behaviors of cus-
tomers, e.g., in stores. The reliability of the proposed sys-
tem has been demonstrated by extensive experimentations
on more than 10 indoor and outdoor shots containing a total
of 6371 images with object occlusion, noise, and coding ar-
tifacts. In this framework, special consideration is given to
processing inaccuracies and false alarms. For example, the
system is able to differentiate between deposited objects,
split objects, and objects at an obstacle. Errors are corrected
or compensated at higher level level where more informa-
tion is available. The proposed system provides a response
in real-time for surveillance applications with a rate of up to
10 frames per second on a SUN-SPARC-5 360 MHz. Fur-
ther research is planned in classi£cation of motion as ‘with
purpose’ (vehicle or people) and ‘without purpose’ (trees).
In addition, the detection of background objects that move
during the shot needs to be explicitly processed.
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Fig. 3. More accurate results: objective comparison of ob-
ject masks for the ‘Hall’ shot.
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Fig. 4. Better segmentation: subjective comparison of ob-
ject segmentation for the ‘Hall’ video.
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Fig. 5. Accurate estimated trajectories of the objects in the
shot ‘Highway’ using the proposed video analysis system.
‘StartP’ is start position.

Fig. 6. Indoor surveillance: key events of the 300 images of
the ‘Hall’ shot, e.g.,O6 is depositedby objectO1.
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