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Abstract—Ethernet-based passive optical network (EPON) to the metropolitan area network (MAN) or wide-area network
technology is being considered as a promising solution for (WAN). On the other hand, each ONU is usually located at
next-generation broadbapd access networkdu_eto?he convergencegither the curb li.e., fiber-to-the-curb (FTTC) solution] or
of low-cost Ethernet equipment and low-cost fiber infrastructure. the end-user location [i.e., fiber-to-the-building (FTTB) and

A major feature for this new architecture is the use of a shared _ . .
transmission media between all users: hence, medium accesdiPer-to-the-home (FTTH)], and provides broadband video,

control arbitration mechanisms are essential for the successful data, and voice services.

implementation of EPON: i.e., ensure a contention-free transmis- ~ An EPON is a PON that carries all data encapsulated in
sion and provide end users with an equal access to the sharedgthernet frames and is backward compatible with existing
media. In this paper, we propose to use the multipoint control |z 802 3 Ethernet standards, as well as other relevant

protocol defined within the IEEE 802.3ah Task Force to arbitrate . . .
the transmission of different users, and we present different IEEE 802 standards. Moreover, Ethernet is an inexpensive

dynamic bandwidth allocation (DBA) algorithms to effectively ~te€chnology that is ubiquitous and interoperable with a variety
and fairly allocate bandwidths between end users. These DBA of legacy equipment; a step forward in making it most suitable
algorithms are also augmented to support differentiated services: for delivering Internet protocol (IP)-based applications and
a_crucial requirement for_a converged broadband_ access network multimedia traffic over PON.
with heterogeneous traffic. We show that queueing delays under In the downstream direction. the OLT has the entire band-
strict bandwidth allocation algorithms results in an unexpected idth of the ch | N d K d |
behavior for certain traffic classes, and we suggest the use of DBA W! th of the channe _to tr_ansm|t ata packets an corltro mes-
with appropriate local queue management to alleviate this inap_ SageS to the ONUS, n thIS broadcast a.nd Se|eCt arCh|teCture, a”
propriate behavior. We conduct detailed simulation experiments active ONUSs listen to the channel and only the designated ONU
to study the performance and validate the effectiveness of the will deliver the received traffic to its end users. On the other
proposed protocols. hand, in the upstream direction, a PON is a multipoint to point
Index Terms—Dynamic bandwidth allocation (DBA), Ethernet-  [1], [2] network, where multiple ONUs share the same trans-
based passive optical network (EPON), quality-of-service (QoS), mission channel. Here, unless some kind of regulation is imple-
scheduling, simulation and modeling. mented, data streams transmitted simultaneously from different
ONUs may still collide. Hence, access to the shared medium
must be arbitrated by medium access control (MAC) protocols
o ) to prevent collisions between Ethernet frames of different ONUs
R APID deployment of broadband services in the residentighnsmitting simultaneously. In general, this is achieved by allo-
and small business area has played an important roleciiting a transmission window (or timeslot) to each ONU; each
the evolution of access networks. Currently, Ethernet-basefiu should buffer data packets received from different sub-
passive optical networks (EPONS) [1] are being considered &gipers until they are transmitted in the assigned time window.
a promising solution for the next generation broadband accggfen the assigned time window arrives, the ONU will burst out
network (known also as the last mile access network) duefi@mes at full channel speed.
the convergence of low-cost Ethernet equipment and low-cosfpne distinguishing feature that broadband EPON is ex-
of fiber infrastructure. A passive optical network (PON) iected to support is the ability to deliver services to emerging
a point-to-multipoint optical access network with no activgp_pased multimedia traffic with diverse quality-of-service
transmissions.are performed.between an optical line _termilaﬁlﬁferentiated QoS is to employ a central controller that can
(OLT) and optical network units (ONUs). The OLT resides igjynamically allocate bandwidth to end users according to the
the central office (CO) and connects the optical access netw@ikfic [oad. Thus, bandwidth management for fair bandwidth
allocation among different ONUs will be a key requirement
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require bandwidth guarantees. Finally, BE applications (such@BR credit (refer to [4] for detailed analysis on the light-load
e-mail services) are neither delay sensitive nor do they requrenalty). The drawback of the two-stage buffers is that the
any jitter specifications. elimination of light-load penalty results in increased delay for
We propose a dynamic bandwidth allocation (DBA) algdhigher priority classes. On the other hand, CBR credit only
rithm with QoS support over EPON-based access network. \&minates the penalty partially and requires external knowl-
investigate how gated transmission mechanisms [e.g., mu#idge of the arrival process. On the other hand, the authors
point control protocol (MPCP)] [5] and DBA schemes can bef [10] proposed a dynamic bandwidth allocation algorithm
combined with priority scheduling and queue managementfr multimedia services over EPON. They proposed to use
implement a cost-effective EPON network with differentiatedtrict priority queueing and presented control message formats
services support. that handle classified bandwidths using MPCP. However, no
The rest of the paper is organized as follows. Section $imulation results were reported to show the performance of
presents a background to motivate our work. In Section Itheir proposed DBA combined with the use of strict priority.
we review the basic principles of MPCP. Different queut [11], the authors proposed a new bandwidth guaranteed
management and priority queueing mechanisms are presentelling (BGP) scheme that allows the upstream bandwidth to
in Section IV. Dynamic bandwidth allocation algorithms withbe shared based on the service level agreement between each
QoS support are presented in Section V. Section VI presestgscriber and the operator. The algorithm is able to provide
the simulation results and Section VII concludes the work. guaranteed bandwidth for premium subscribers according the
SLAs while providing best effort services to other subscribers.
Il. BACKGROUND AND MOTIVATION The model considers leIdIng the ONUSs in the network into

two sets; one set contains the ONUs with bandwidth guaranteed
In EPON-based network, all ONUs share the same transmi;ices while the second set contains the ONUs with best

sion channel vyhilg sending trgﬁic in the up;tream dir?Ctioré;ffort services. Typically, this will not be the case in future
thus, MAC arbitration mechanisms are required to avoid daig, o 4ing PON access networks, where one single ONU must
chI|S|on and to fairly share the channel capa_mty. To achle‘bee capable of provisioning different services for different users
this, one needs to allocate a non overlapping transmissiQn, irement. Moreover, the proposed BGP is not consistent,
window (timeslot) to each ONU. The timeslot may be fixed\ajther to he standardized, with the MPCP arbitration mech-
(;tanc_) or variable (dynamic) based on the arbitration mechgﬁism proposed for EPON by the IEEE 802.3ah Task Force.
nism implemented at the C_)LT. In _[2], the authors stu(_jled the |, this paper, we propose a light-load penalty-free bandwidth
plerfor rrr:anceh of E”P O'}lf_ “St:nlg a f|(>j<ed bar)dV\:ldth assignMelincation algorithm that supports differentiated services in
algorit m.f\;v en all tra Ich'le 0';]98 tk? a single class, i.e., N@poN_pased access networks by employing a suitable priority
service di erentlatlon._V\( lle t IS scheme 1S simple, it had euing (intra-ONU scheduling). Our work differentiates itself
drawback. that.no statistical mullt|plexmg betweep the ON m previous work by proposing to use a particular traffic
was ppssmle; In other words, since each ONU is a”OC?‘Fe ﬁority gueueing combined with a specific bandwidth alloca-
fixed timeslot, light-loaded ONUs will probably under utilizejj, 4gorithm that is not confined to limited slot allocation.
their allocated slots, leading to increased delay to other ON propose that excessive bandwidth resulting from lightly

and evgntua!ly deteriorate the throughput of the system: B4ded ONUSs to be allocated to other highly loaded ONUSs
cope with this problem, [3] proposed an OLT-based polling, 5cnieve higher channel utilization. We aiso enhance the

scheme, Calle_d i_nterleaved polling Wi_th adaptive cy(_:le tm\ﬁter-ONU scheduling to provide efficient QoS-based DBA.
(IPACT). In principle, IPACT uses an interleaved polling appyere - inter-ONU scheduling messages for allocating band-

proach, where the next ONU is polled before the transmiSSIWi‘dth to different ONUs are transmitted via MPCP messaging
from the previous one has arrived. Different bandwidth a"(H'rotocol defined within the IEEE Task Force.

cation algorithms were studied, namely: fixed, limited, gated,

constant credit, linear credit, and elastic. Amongst these al-

gorithms, the limited (where the OLT grants an ONU the lll. OVERVIEW OF THE MPCP

requested number of bytes but no more than a predefined L ) ) i

value, Wiax) exhibits the best performance. Although this_ MPCP arbitration mechanism is being developed by the
scheme provides statistical multiplexing and results in efficieftEE 802.3ah Task Force [6] to support time slot allocation
channel utilization, the algorithm is not suitable for delay anfy the OLT. Although MPCP is not concerned with any
jitter sensitive services because of a variable polling Cyd@rtlcular bandmdth a_IIocatlon, it is meant. to faqhtate the
time. More recently, the authors of [4] studied how prioritymplementatlon of various allocation algorithms in EPON.
scheduling can be combined with dynamic bandwidth allochdlPCP is a two-way messaging protocol defined to arbitrate
tion. Unlike IPACT, here the arbitration mechanism is basdhe simultaneous transmission of different ONUs and resides
on the MPCP [6] developed by the IEEE 802.3ah Task Forcd.the MAC control layer. The protocol relies on two Ethernet
The authors use a combination of limited service scheme [Epntrol messages (GATE and REPORT) in its regular operation
[4] (inter-ONU scheduling) and priority queuing (intra-ONuand three other message frames (REGISTER_REQUEST,
scheduling). They found that queuing delay for some trafflSEGISTER, REGISTER_ACK) in the auto-discovery mode.
classes increases when the network load decreases, a pho-discovery mode is used to detect a newly connected ONU
nomenon they termed light-load penalty. The authors pointadd to learn the round-trip delay and MAC address of that
out the origin of this penalty and they proposed two differe@NU. In this particular work, we are only concerned about the
methods to eliminate it,—namely the two-stage buffers and thegular (nondiscovery) operation of MPCP.
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Fig. 1. Intra-ONU scheduling. Fig. 2. lllustrative example.

In its normal operation, MPCP gets a request from the h'ghéros in the emerging EPON-based differentiated services (Diff-

MAC control client layer to transmit a GATE message to gerv)—capable access network. Priority queuing is considered

particular ONU with the fqllo_wmg information: time when thea useful and relatively simple method for supporting differen-
ONU should start transmission and the length of the transm{ ted service classes. Diffserv [5] is an IETF framework for

sion. Upon passing a message to the MAC layer, MPCP (in O% assifying network traffic into classes, with different service

and each Q.NU) timestamps the message With its local tirYTS\'/eI for each class. Fig. 1 shows the Queue management
Upor:w (r)el\(l:S'V'q? a GATE _rtnelssaglle m_aichlng_gus aMAC_ a(jdreﬁgsks carried out by each ONU. Each ONU maintains three
eac will program 11s focal registers witransmission separate priority queues that share the same buffering space.

lstarfl’ alndI;‘ttra?ﬁ T'st tlﬁ n lgngtl‘tﬁ AISO.’ tr:ﬁ ONU ywlldupda}[te I'ts Packets are first segregated and classified (packet classification
ocalclock o that ot the imestamp In the received control mege o by checking the type-of-service (TOS) field of each

sage, hence avoiding any potential clock drift and maintainir?g .
; : o . packet encapsulated in the Ethernet frame) and then placed
in SYNC with the OLT. When the transmissiostart timer’ ex- into their appropriate priority queues. The queuing discipline

PIres, the .ONU W'I.I startits contentmn—free transmission. T'}E as follows: if an arriving packet with higher priority finds
transmission may include multiple Ethernet frames, dependi buffer full, then it can displace a lower priority packet.

ofnéhelfllze ofctjhe allkoctate?ttrr]anémlss“czln;/w?:otvv and thi”??%{ernatively, if a low-priority packet arrives and the buffer is
ot backlogged packets at the - IM0te that, no packe ral%'ll, then the packet is dropped. However, unless some kind

rr:lentattlt()jnt_ls allcl)vzeg[l, ':ﬁ'k’) 'féh? neﬁ:rzat?e doet?[_not Tlttm tth traffic policing is implemented at the ONU to regulate the
allocated time siot, it will be deterred to the nextuimesiol. - ., higher priority traffic and ensure that it conforms to

o . : A service level agreement (SLA), lower priority traffic may
mission vylndow toget_her with data frgmt_as. A REPO.RT messagﬁperience excessive delays and increased packet loss, resulting
can be either transmitted at the beginning of the timeslot, or

at . ; o
the end depending on the bandwidth request approach imp} e_a complete resource starvation. Thus, traffic policing [12]

X . . . required at the ONU to control the amount of traffic each
mente_d by the ONU. It typically contains the desired size of t er is allowed to send. After classifying the packets, they are
nEXt lt(ljmelslot basedtofn . d(d)"t\'lus Ibufferhocc(;Jpany. The Ot' ecked for their conformance with the service level agreement
fh ou ??O acclcn:.nth_or a | |(;ona6Acf>\§tr fea when reglues "0 unnecessary traffic is dropped. The lower priority traffic is
96ebntgxt |:cne S0t 'ISF'gC udes | t-dl _;ﬁme Erfam eUa ore likely to be dropped in favor of the higher priority traffic;

oIt Inter E‘g:gs_? g{h ())S_?SOC'a € ﬂ\:w eac ratmih F[)) wever, control mechanisms are also necessary to control the
receiving a JRi, the passes the message 1o the of high-priority traffic if they exceed their agreed service
module responsible for bandwidth allocation decision and &)ntract
will recalculate the rounq-trip.time (RTT) 0 th? source ONU. Moreover, a priority-based scheduler is required for sched-
Note that when supporting Q|ﬁ(_are!‘1t_|ated senvices, each ONL[ng packet transmission. Strict priority scheduling mechanism
has to report the status of its individual priority queues u{lﬂefined in P802.1D, clause 7.7.4) schedules packets from the
and the OLT can choose to send one or multiple priority grarh e .

d

S . . : T
within the same GATE message depending on the bandwi %ad of a given queue only if _aII h|gh9r p_rlorlty queues are

. . . empty. This situation will penalize traffic with lower priority
allocation algorithm implemented.

at the expense of uncontrolled scheduling of higher priority
traffic, resulting in increasing the level of unfairness (indefinite
increase in packet delay, higher packet loss, uncontrolled
Bandwidth management and fair scheduling of differersccess to the shared media, etc.). We illustrate the operation of
traffic classes [12] will play an important role in supportingsuch scheduler via a simple example shown in Fig. 2, where

IV. ONU QUEUE MANAGEMENT AND PRIORITY QUEUING
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Initialize()
H Schedule 2()§
tstart = GATE.start_time; Repeat (
tend = tstart + GATE.trans_time - trans_time(REPORT);| {
tfloat = tstart; trans_time (P) = infinity;
i=y
H ’ Move one packet from the head of Qi (start
Wit higher priority) to P;
Schedule 1() compute (trans_time (P));
{ // schedule packets arrived before tp
while (i<3) if (tloat + trans_time (P) < tend)
t H
if (Qiis empty){ transmit P;
++; tfloat =tfloat + trans_time(P);
continue; move all packets in Qi (if any) up one place;

H continue;
P<Qi(head); // move a packet from head of Qi to P. H

if (P() < ty)&&(tfloat + tran_time (P) < tend))§ else{
transmit(P); tfloat =tevent;
tfloat = tfloat + trans_time(P); // update tfloat H
move all packets in Qi (if any) up one place; } until tloat > tend;

} }
elsef
+-+H;
continue;

i

Fig. 3. Pseudocode for priority scheduler.

only one ONU is requesting transmission. At timethe ONU empty packets){r is the time at which a REPORT message
sends a REPORT to the OLT requesting bandwidth based orfiten the previous cycle was transmittedrans_time(P)
current buffer occupancy. Upon receiving the message, the Olépresents the time it takes to transmit a packet P over the
allocates a timeslot to the ONU by sending a GATE messad®ON, trans_time(p) = ((8*size(p))/R), where R is the
Assume that this GATE message arrives to the ONU at tinshannel speed in bps and size(P) is the packet size in bytes.
to and the transmission is scheduled to start at a later time P(¢) represents the arrival time of packet@®, (i = 1,2,3)
Now, the waiting time it3 — ¢1), during which more packets is a queue of priority;, where Q); represents the queue for
may be arriving into the buffer and contending for transmissiohigh-priority traffic. Finally, tevent iS the time at which any

As mentioned previously, in strict priority scheduling thevent occurs in the network.
high-priority traffic arriving during this period (waiting period) Upon receiving a GATE message, the ONU will initialize (see
will be scheduled ahead of the reported lower priority traffidzig. 3) its transmission parameters by reading their associated
This will result in potentially deferring the transmission ofalues from the received message. Note that, we assume here
lower-priority traffic for the next (or more) cycle(s), increasinghat the ONU transmits its REPORT message for the next cycle
indefinitely their queueing delay and prohibiting them fronat the end of the current allocated window. This is the reason for
being transmitted in their allocated time window as specifietbmputingt..q the way it is shown in Fig. 3.
by the bandwidth allocation algorithm. Hence, to alleviate this The function Schedule_1() will be called to schedule
unfairness problem, we propose a priority-based schedulipgckets backlogged in the queue whose arrival time is less than
algorithm. In priority scheduling, only those packets thatg. If higher priority traffic arrive while reported lower priority
arrive beforet; are given high priority for transmission (giventraffic are being scheduled, they have to wait until the reported
also that the bandwidth or size of the timeslot allows for thewer priority traffic are transmitted. If all reported traffic are
transmission). The order of the transmission is based on thieéing scheduled and the time window allocated to this ONU
priorities, i.e., round robin service discipline. If packets arrivingtill can accommodate more traffi€chedule 2() is invoked to
beforet; are all scheduled, and the current timeslot can stdchedule the transmission of frames arriving during the waiting
accommodate more traffic, it will be allocated for packetsme based solely on their priorities.
arriving during the waiting period (i.e43 — ¢1) based on
their priorities. This scheme will ensure fairness in scheduling/
packets by allowing all traffic classes access to the channel
as reported to the OLT, while adhering to their priority while A critical issue in implementing efficient QoS-based EPON
being scheduled. is the bandwidth allocation algorithm. The overall goal of band-

The pseudocode of the priority scheduler is shown inidth allocation is to effectively and efficiently perform fair
Fig. 3. It consists of two parts: initialization and schedule. Thecheduling of timeslots between ONUs in EPON networks. We
following are the parameters used;..t, tena represent the mentioned the use of MPCP to arbitrate the ONUS’ transmis-
start time and end time of the transmission window allocateibn; however, MPCP does not specify or require any partic-
to the ONU; tg..¢ represents a time indicator to show theillar allocation algorithm. Rather, MPCP provides a means of
progress in filling the time window (with data frames orcommunication between the OLT and the different ONUs. Each

DyYNAMIC BANDWIDTH ALLOCATION WITH QO0S SJPPORT
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wherew; is the weight assigned to each ONU based on its SLA,
{ DBA Algorithm 1 Z]V_l W, = 1.
Note that if all ONUs were not to be classified based on their
SLA (i.e.,w; = w = 1/N Vi, and.~ , w; = 1), then the
/ \ minimum guaranteed bandwidth for each ONU will be
S S
Statistics Grant
Collector Table BMIN _ (TCycle — N x Tg) X R (1.2)
| . i - Sx N : :
—_— R SR Ge_nerally speaking, there are two _categories of bandwidth allo-
Report s Gat‘f cation algorithms, fixed slot allocation (FSA) and DBA. In FSA,
Receiver enerator each ONU is allocated a minimal guaranteed bandwidth. If one
K / ONU has less data to transmit, then other ONUs will have to
wait until the granted transmission time for that particular ONU
expires, thus resulting in inefficient channel utilization. Under
MPCP dynamic allocation, however, the allocated timeslot will adapt
_ to the requested bandwidth. LBt be the requested bandwidth
Fig- 4. Management block at the OLT. for ONUi, and B! be the granted bandwidth.

One way to allocate bandwidth to ONi$ as follows:

ONU periodically reports its buffer occupancy status to the OLT
and requests slot allocation. Upon receiving the message, the BY - {Ri, if R; < BMIN
OLT passes this information to the DBA module (see Fig. 4). i BMINif R; > BMIN”
The DBA module in turn performs the bandwidth allocation
computation and generates grant messages (note that grant mkis-approach is known as limited bandwidth allocation and has
sages are carried by MPCP GATE messages; each GATE miggben studied in [1] and [4].
carry more than one grant message). Once the granttable is geue to the bursty nature of Ethernet traffic [8], [9], some
erated, the OLT transmits to the ONUSs this information througbNUs might have less traffic to transmit while other ONUSs re-
MPCP GATE messages. The grant allocation table is updatgaire more tharB™™, This results in a total excessive band-
by the output of the DBA algorithm (Fig. 4). Grant instructionsvidth (B = S M(BMIN — R;), where BM™N > R;,
are then compiled into MPCP GATE messages, and transmitttd M is the set of light-loaded ONUSs), which is not exploited
to the ONUs after performing RTT compensation. under the previous approach (Limited Allocation). To improve

We consider a PON access network wifONUSs. The trans- the limited bandwidth allocation algorithm, one can exploit this
mission speed of the PON i3 Mb/s (same for both upstreamexcessive bandwidth by fairly distributing it amongst the highly
link and downstream link). We denote the granting cycle bgaded ONUs; for this reason, we develop the following method
Teycle, Which is the time during which all active ONUs carto allocate the excess bandwidth:
transmit and/or report to the OLT. Makifig .. too large, under

)

fixed slot allocation, will result in increased delay for all Eth- BY = BMIN 4 pexcess (3)

ernet frames, including those carrying high-priority traffic. The excens | BESS X OR;

reason is that larger cycle time results in larger transmission B; = 4Zk Ry, (4)
ce K g

window size; and, hence, at low loads the allocated slots will

be underutilized: while one ONU is ineffectively holding thgynereexcess js the excessive bandwidth allocated to ONidd

transmission channel, backlogged traffic at the next ONU Wi js the set of heavily loaded ONUs. Thereafter, we refer to this
experience increased packet delays. Meanwhile, at high logglgorithm as DBAL1.

the situation is different; the transmission media exhibits higheryyhen providing services to different traffic classes with dif-

utilization, which could result in lower average packet delayg ent QoS requirements, the requested bandwitjtbonsists
however maximum packet delays will be increased. On the Oﬂlﬁrhigh—priority (H;), medium-priority(};), and low-priority
hand, makingl.y.i. too small will result in more bandwidth (L;) bandwidth, and the ONU can request the OLT to assign,
being wasted by guard intervals (note that timeslots allocatgfthin the allocated timeslot, bandwidth for each class. This in-
to ONUs are separated by guard timég), will result in in- formation is conveyed to the OLT, for bandwidth allocation, in

creased CPU processing load, and might potentially prevepg following messag@ EPORT (H;, M;, L;), where
large packets from being transmitted because no packet frag-

mentation is allowed. The guard intervals are necessary to pro- R, = H: + M, + L.. (5)
vide protection for fluctuations in RTT of different ONUs. We oo

MIN - 1 )
also denote?; o as the minimum guaranFeed bandwidth ('q'his information is made available through the use of MPCP
bytes) for ONU;, i.e., the_ minimum bangIW|dth OLT allocateSREPORT message; note that MPCP specifies that each ONU
under heavy load operation (i.e., peak times) can report up to eight queues (i.e., eight queue reports per ONU),
vty (Teyele = N X Ty) X R where a report bitmap field [13], [14] specifies th(_a queues (and
B™ = 3 w; (1.1)  their order) for which their REPORTS are transmitted.
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Destination | Source Type | Opeode | 1jhagtampl Number FCS
Address | Address | 0x8808 | 0x0002 [ 4 yoters)| OF Grants DATA/RESERVED (4 octets)
(6 octets) |(6 octets} (2 octets|(2 octets (1 octet)

1 octet Grant Levels

4 octets Grant Start time

2 octets Grant length

Grant Start time

Grant length

Fig. 5. MPCP GATE message format.

Note that under this scheme if there is no intra-ONWhere E}V (n) is the amount of high-priority traffic expected
scheduling (e.g., the ONU prefers to shift the complexity db arrive during the waiting time during cycte and it can be
the queue management to the OLT or OLT might be capaldstimated as follows:
of performing better per class bandwidth allocation), the OLT , )
then can choose to generate multiple grants, each for a specific EY (n) = Al (n-1) (7)
traffic class, to be transmitted to the ONU using a single GATE W _ ) . _
messageB? = HY + M? + L?, whereH?, M?, L! are the Wh_ereAi (@ —1)is the_z_actual amount of high-priority traffic
bandwidths granted to the three traffic classes, respectivéfving during the waiting period in cycle — 1. Note that
The 64-byte MPCP GATE message format is depicted in Fig. Because the traffic with high priority is not considered bursty,
Clearly, the OLT can specify to the ONU the number of gran{ge can model its beh_awor by using a P0|s_son d|str|buF|on, a
carried by the GATE message. These grant instructions g,lg?pllfled model to estimate the expected arrival rate during the
carried by the GATE message in the designated DATA/RE2itiNg period. _ o _
SERVED field (39 octets); each grant consists of a grant “start | "€ 1ast issue the DBA is concerned with is the generation
time” and a grant “length” (total of six octets), hence, a total djf € grant table. Upon receiving all REPORT messages from

six grants (36 octets) can be carried by a GATE to a particul&e active ONUs, the DBA module is invoked (see Fig. 4), to
ONU. When the GATE message is received by the ongenerate the table of grants. The DBA needs DBA_TIME to

the latter should be able to classify grants to their particulfipiSn its computation and generate the grants table. As shownin

queues: hence, the OLT will include an additional one byte §{9- 6: this mechanism results in some idle time where the PON

data ‘grant levet to identify the order of the queues to whichchannel is not utilized. This idle time is estimated as follows:
grants are generated; e.g., in a system with eight queues pefe = X1 1 +DBA_TIME, where RTT is the round-trip time.
ONU, 10110000 indicates that three priority queues (QO, QZ,A straightforward methoq to account for this dra\{vback is to
and Q3) have been assigned grants and their grant informatit§ @ gate-ahead rpecha_nlsm; he_re the OLT will issue GATE
(i.e., start time and length) follows in the same order. Note thR€Ssages for cycle “n”while receiving REPORT messages from

MPCP (as of now) does not specify any particular way to thfycle "n — 1 This SC“,?!’“e might work well if the compu-
Jation time “DBA_TIME" is considerably large, i.e., the OLT

per class allocation and its implementation is vendor specific: X ) .
As mentioned earlier and shown in Fig. 3, packets that arriy@€Nds a large amount of time computing and updating the grant

during the waiting time will have their transmission deferred fgble; moreover, the transmission windows allocated to ONUs

the cycle after the next one, posing additional delays; althougff ased on the freshness of the received REPORT messages

some traffic might tolerate this, those that are delay-sensitighth€ OLT, thus, this property could be lost if granting ONUs
will not. To prevent the high-priority traffic from being penal-V"0se REPORTs were received at cycie= 1" will happen

ized, we suggest that the ONU estimates (based on some g{ac;ycle n 4+ 1" and potentially results in inaccurate window

tistical history from previous cycles) the bandwidth required b@,llocation and increased packet delay. However, if static slot al-

this type of traffic arriving during the waiting time, and we [ocation is to be_used_, t_hen the gate-ahead will hf_:lve its merits.
propose the following model: To address this deficiency, we propose a modified grant table

] generation algorithm (termed DBAZ2); here, the OLT needs to
R, = (HZ + EP (n)) + M, + L, (6) employ some early allocation mechanism in which an ONU
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Fig. 7. Enhanced dynamic bandwidth allocation.

requesting bandwidti®?; < BM™ can be scheduled instan-sections and we study the impact of priority queueing on
taneously without waiting. Whereas, those who are requestitig overall performance of the network. For this reason, an
R; > BM™ will have to wait until all REPORT messages havevent-driven packet-based simulation model is developed using
been received and the DBA algorithm has computed their barfett+. We consider a PON architecture with 16 ONUs connected
width allocation. Here, as shown in Fig. 7, this scheme willconi? a tree topology. The distance between the OLT and the
pensate for the idle time, and by allocating the lightly loadegplitter is 20 km and between each ONU and the splitter is
ONUs early, we expect this modified algorithm to effectively in® km. The channel speed is considered to be 1 Gb/s and the

crease the channel throughput and eliminate the waiting delB§@ximum cycle time is set to 2 ms [1]. Each ONU supports
which could penalize the delay sensitive traffic.

three priority queues, sharing the same buffering space of size
10 Mb. The guard time separating two consecutive transmission

VI. PEREORMANCE EVALUATION Wino_lows is set to J,u,_s and t'he IFG between Ethernet frames
' within the same slot is 96 bits.

In this section, we compare the performance of the differentFor the traffic model considered here, an extensive study
bandwidth allocation algorithms presented in the previoshows that most network traffic (i.e., http, ftp, variable bit
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Fig. 8. (a) MD. (b) AD bandwidth allocation algorithm is DBA1 with strict Fig. 9. (a) MD. (b) AD bandwidth allocation algorithm is DBA1 with priority

priority queueing. queueing of Fig. 3.

rate (VBR) video applications, etc.) can be characterized kg}{uation will result in increasing indefinitely the packet dela
self-similarity and long-range dependence (LRD) [8]. Thi g y P y

model is used to generate highly bursty BE and AF traffi verage and maximum) of 'OYVeT priority traffic. In. addition,
classes, and packet sizes are uniformly distributed betweSff t0 the fact that the transmission of each ONU is regulated
64 and 1518 bytes. On the other hand, high-priority traffic (e.?Y € OLT and the slot allocation is based on previously (from
voice applications), is modeled using a Poisson distributigi€vious cycle) reported buffer occupancy, a waiting time (see
and packet size is fixed to 70 bytes [5]. The traffic profile is a5!9- 2) IS experienced by each ONU until its transmission turn
follows: 20% of the total generated traffic is considered of highPmes; thus, more traffic is likely to arrive during this time. The
priority, and the remaining 80% equally distributed betweeHict priority scheduler again will give preference for transmis-
low- and medium-priority traffic. Our simulator takes intoSion to higher priority traffic arriving during the waiting time
account the queuing delay, transmission delay and the padj@reported traffic). This situation will penalize other traffic
processing delay. The metrics of comparison are: averagjasses by furtherincreasing their average and maximum delays,
packet delay (AD), maximum packet delay (MD), and th&nd results in aninteresting phenomenon: as the load decreases,
throughput or channel utilization. the average (and maximum) packet delay increases [Fig. 8(a)
We first start by studying the impact of integrating DBA1 witrend (b)]. There are two main reasons behind this behavior: un-
strict priority scheduling at the ONU. In Fig. 8, we show the refair scheduling as mentioned before, and the fact that at very
sults of the AD and MD. Clearly, the limitation of this approacHight loads, the OLT is more likely to assign smaller timeslots
is the increased delays experienced by BE and AF traffic classést are easily manipulated by the high-priority traffic.
Here, a higher priority packet always has the preference of beindlo cope with these limitations, we investigate the benefits of
transmitted over other types of traffic and, hence, preventitgmbining DBA1 with the intra-ONU scheduler (priority sched-
other traffic classes from using their allocated bandwidth. Thiding) presented in Fig. 3. Here, only those reported packets by
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Fig. 10. Comparison between FSA and DBA1, with priority queueing dfig. 11. Comparison between DBA1 and DBA2, with priority queueing and
Fig. 3. (a) AD. (b) MD. unequal share of excess bandwidth. (a) AD. (b) MD.

the ONU are scheduled for transmission in the current cyclibe behavior of this scheduling and similar results as in the
Packet scheduling is done in a round robin fashion, from highrevious algorithm were found.
priority to low priority. Fig. 9 shows that the light-load penalty, Fig. 10(a) and (b) shows that under fixed slot allocation,
as experienced previously, is now eliminated because all packsasket delays for BE and AF traffic classes are substantially
from different classes are allowed to access their designatégher than delays incurred by the same traffic classes under
time slot as scheduled by the OLT. However, delays for high-pdBA1. The figure shows the at load of 0.4, average and
ority traffic are now increased since more lower priority traffic isnaximum delays for BE packets under FSA increase to almost
given the chance for transmission forcing higher priority packet®0 ms, whereas the delay increase under DBAL picks up at a
arriving during the waiting period to wait for the next cycleaotal network load of 0.8, while being still lower than the delay
transmission. under FSA. The reason is that the DBAL1 algorithm allows
Another approach that can also be implemented to achiestatistical multiplexing between the different ONUs competing
global fairness (fair share of the transmission window amondst bandwidth allocation, a property that could not be exploited
classes on a single ONU, as well as with traffic classes of otharder FSA.
ONUs) between different traffic classes is as follows: ONU In Fig. 10, we compare the performance of EPON under
reporting its buffer occupancy to the OLT will demand fronboth FSA and DBA1, both with priority scheduling discussed
the OLT individual grants within the same GATE message (&s Section IV.
described in Section V). Thus, the DBA will have to allocate Now, although the DBAL presented here achieves better ef-
per-class bandwidth to each class of service, refer to Sectioriidency than the fixed slot allocation, it still has its limitations,
for more on this analysis. Here, the ONU will leverage thbecause the OLT has to wait until all ONUs have transmitted
functionality of the scheduler by pushing the responsibilittheir REPORT messages before it can do bandwidth allocation,
and complexity further to the DBA. We have also simulateds specified in Section V. Thus, there is an idle time where
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16 ONUs priority-based bandwidth allocation, under our assumptions
1.00 for traffic behavior, will result in an unexpected behavior for
oo DBA1 ) E;"; :: certain traffic classes (light-load penalty, as reported in [4])
T R ot allocation /E(m and we s_uggested the use of gpprop_rlate gueue management
0.75 y. with priority scheduling to alleviate this problem. Moreover,
A we showed that DBA algorithms that perform early bandwidth
" allocation for lightly loaded ONUSs result in better performance
050 ﬁ,f o in terms of average and maximum packet delay, as well as
e network throughput compared with some other dynamic allo-
s cation algorithms. We used simulation experiments to validate

B the effectiveness of the proposed algorithms.

Throughput
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