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1 Introduction

   This document describes a protocol for efficiently routing to HIP-multicast groups that may span wide-area internets (and local networks).  We refer to the approach as Protocol Independent   Multicast--Host Identity Mode (PIM-HIM) because it is not dependent on any particular unicast routing protocol, and because it is designed to support extended Host Identity Protocol(HIP). This document describes the protocol details. For the motivation behind the design and a description of the architecture, see [1][2]. Section 2 summarizes PIM-HIM operation. It describes the protocol from a network perspective, in particular, how the participating routers interact to create and maintain the multicast distribution tree.  Section 3 describes PIM-HIM operations from the perspective of a single router implementing the protocol; this section constitutes the main body of   the protocol specification.  It is organized according to PIM-HIM message type; for each message type we describe its contents, its generation, and its processing.

   Sections 3.8 summarize the timers referred to throughout this document. Section 4 provides packet format details.

2 PIM-HIM Protocol Overview

   In this section we provide an overview of the architectural components of PIM-HIM.

   In PIM-HIM mode,  every Internet Services Provider (ISP) must own one or more Multicast Agents (MAs) to manage its group members. Every group members, including sources and receivers, must belong to a MA of ISP, and be administered by the MA. All multicast data packets must be sent to its MA by the source, and then the MA forwards the data to the group receivers. A source is not permitted to send multicast data to its receiver directly.

   Note that, only the host (include group source and receiver) that has been registered manually beforehand to its local MA for a group GIT can send Join/Prune or Register messages to the MA and multicast data to the group. That is for auditing and billing the host or user by ISP. The downstream MA must register manually beforehand to its upstream MAs as well. ISPs must announce information of own multicast groups (include the sources of every group) each other. 

   If a host wants to join/leave a HIP multicast group, it firstly, as a HIP Initiator, sends an explicit extended HIP (Host Identity Protocol) authentication request (Join/Prune) message to its local Multicast Agent (MA). Then its local MA, as the HIP Responder, authenticates it via extended HIP Base Exchange[1][2]. If the extended HIP authentication has succeeded, the receiver's local MA adds the host to its multicast tree and sets up multicast forwarding table (route entry); and then the receiver's local MA (as a downstream MA), as a HIP Initiator, sends an explicit extended HIP authentication request (Join/Prune) message to the multicast source's local Multicast Agent (acts as the Upstream MA of the receiver's local MA) and starts another extended HIP authentication. At this time, the source's local MA (upstream MA) acts as the HIP Responder authenticates the downstream MA. After the receiver's local MA (the downstream MA) is successfully authenticated, the source's local MA adds the receiver's local MA (downstream MA) to its multicast tree and sets up its multicast forwarding table (route entry). However, for a specific group, the receiver's local MA only needs to join the group one time toward each source's local MA, in spite of the number of group receivers it is associated with. The Upstream MA acts as the Root of the multicast tree of a specific source S toward the Downstream MAs, which is called   Upstream Multicast Tree (UMT). The Downstream MA acts as the Root of the multicast tree toward its receivers, which is called Downstream Multicast Tree (DMT). The two level's trees are set up independently of each other. From this point, we refer to such a host as a receiver, R, (a member) of the group GIT.   

   The routers, along the path between the receiver's local MA and the receiver and along the path between the source's local MA and the receiver's local MA, will get the information about the multicast group and its members piggyback from the extended HIP authentication request  (Join/Prune) messages packets they forward. These routers will build its multicast tree and sets up its multicast forwarding table (route entry) according to those information.

   A router receives an explicit extended HIP authentication (Join/Prune) message from those neighboring routers that have downstream group members, and then the router forwards the extended HIP data packets addressed to a multicast group, GIT, only onto those interfaces on which direct to the local MA. Note that all routers mentioned in this document are assumed to be PIM-HIM capable, unless otherwise specified.

   Once the downstream MA receives an explicit extended HIP authentication (Join/Prune) message, it authenticates the new group member and sends an explicit extended HIP authentication (Join/Prune) message toward its upstream MAs (there may be multi sources belong to different ISP) for each group in which it has no any active member for the group GIT. The MA and each router along the path toward the upstream MAs build a route state for the group GIT. Each router forwards the explicit extended HIP authentication (Join/Prune) message to its next hop on toward its MA. We use the term route entry to refer to the state maintained in a router to represent the multicast distribution tree. A route entry may include such fields as the MA address HIT or IP, the group address GIT or G, the incoming interface from which packets are accepted, the list of outgoing interfaces to which packets are sent, timers, flag bits, etc. It is noted that the   source is replaced by MA here.

A Upstream MA (source's MA) local receiver will sent an extended HIP authentication (Join/Prune) messages toward the Upstream MA, and then Upstream MA, as the HIP Responder, authenticates it via extended HIP Base Exchange[1][2]. If the extended HIP authentication has succeeded, the MA adds the host to its multicast tree (UMT) and sets up local multicast forwarding table (route entry).

   In the UMT, the route entry's incoming interface points toward upstream MA (source's MA), and the outgoing interfaces point to the neighboring downstream routers and its local receivers or MA that have sent the extended HIP authentication (Join/Prune) messages toward the upstream MA. 

   In the DMT, the route entry's incoming interface points toward downstream MA (receiver's MA), and the outgoing interfaces point to the neighboring downstream routers or receivers that have sent the extended HIP authentication (Join/Prune) messages toward the receiver's MA. 

   This state in UMT or DMT creates a shared, MA-centered, distribution tree that reaches all members of the group GIT.

   When a data source wants to join a group, it first unicasts an extended HIP authentication (Register) message to its local MA, and then the MA authenticates the source host by the extended HIP exchange and registers the source's HIT or IP. If the registration is successful, the MA sends  a source-accepted messages back towards the source host. Thereafter the source can send multicast data packets to the its local MA (acts as upstream MA of the group GIT) by unicast. The source's MA will deliver the data packets to its downstream MA and its local receivers via upstream shared, MA--centered, distribution tree (UMT). The downstream MA then delivers the data packets to its group members (receivers) via downstream shared, MA--centered, distribution tree (DMT). The upstream distribution tree and the downstream distribution tree are independent of each other.

   Furthermore, the multicast sources are only concerned with their local MA and do not relate to the two level's multicast trees. When a group source wants to send multicast traffic to its group receivers, it only sends data packets to its local MA by unicast. Then, via local router, its local MA forwards the multicast packet to local receivers and the Downstream MAs by its own multicast tree and forwarding table (route entry). After that, via local router, the downstream MA forwards the packet to its local group receivers by its own multicast tree and forwarding table (route entry).  A source is never permitted to send multicast data to its receiver directly.

   The following subsections describe HIM operation in more detail, in particular, the control messages, and the actions they trigger.

2.1 Local hosts joining a group

   In order to join a multicast group, GIT, a host conveys its membership information through an extended HIP authentication message, as specified in [1][2]. The host will send an explicit extended HIP authentication (Join/Prune) message to its local MA and start the extended HIP Base  Exchange. In processes of the extended HIP Base Exchange, the MA and every routers along the path between the downstream MA and receivers or upstream MA and downstream MAs will get a membership indication (include receiver's address HIT or IP, MA's address HIT or IP, group address GIT or G) from extended the HIP authentication messages. For a new group, GIT, the MA and every routers create a multicast route entry for the group GIT, referred to here as a (MA,GIT) entry; the packet will be forwarded according to this entry. Here, the route entry in MA is for auditing, billing host and backup for the rebooted router. For an existed group GIT, the (MA,GIT) has existed in their routing entry, the MA and every routers will update the (MA,GIT) in their  routing entry according to a membership indication in (Join/Prune) messages.

   If a MA receives an extended HIP authentication (Join/Prune) message from the receiver or MA that has joined the group anytime, it will drop the message silently.  

   The MA address HIT or IP is included in a special field in the route entry and the receiver’s extended HIP authentication (Join/Prune) messages. The outgoing interface is set to interface that have received the extended HIP authentication (Join/Prune) messages, and included in the group membership indication for the new member. The incoming interface is set to the interface to the MA used to send multicast packets to the receivers.
When there are no longer directly connected members for the group GIT, the receiver's local MA or routers notifies its upstream MA (source's local MA) and the (MA,GIT) state is deleted in the receiver's local MA or the routers. The upstream MA also prune this downstream MA from its   (MA,GIT). If the upstream MA has neither local receivers nor downstream MAs, the (MA,GIT) state is also deleted in the source's local MA (upstream MA) or the routers.

2.2 Establishing the MA-rooted shared tree

   Because HIP multicast tree is divided two layers[1][2], the upstream distribution tree between upstream MA (Source's MA) and downstream MA (receiver's MA), the downstream distribution tree between downstream MA (receiver's MA) and the group receivers. The two layer's trees are  independent of each other and need to be established individually.

2.2.1 Establishing the Downstream MA-rooted shared tree

   The receiver creates an extended HIP authentication (Join/Prune) message with its local MA (group's downstream MA) address HIT or IP and multicast address GIT or G in its join list and sends the message to the local MA (the downstream MA). The MA or router along the path creates or updates its multicast route entry for (MA,GIT) when it receives an extended HIP  authentication (Join/Prune) message. The interface on which the Join/Prune message arrived is added to the list of outgoing interfaces (oifs) for (MA,GIT). The route entry includes Multicast-Address GIT or G, Router-Address IP, the receiver's HIT or IP and routing path list. This route entry make up the Downstream MA-rooted shared tree. It indicates that the receivers expect to receive packets from MA via this (Downstream MA-rooted shared tree) path (It is noted that the role of source has been replaced partly by MA here, the multicast packet of all sources or specific source must be both forwarded by its MA)

   Based on this entry each downstream router between the downstream MA and the receivers forwards a Join/Prune message in which the join list includes the Downstream MA. The packet payload contains Multicast-Address=GIT or G, Router-Address=HIT or IP, Join=receiver's HIT or IP.

   The Downstream MA is the root of the Downstream MA-rooted shared tree. The receivers are the leaf of the Downstream MA-rooted shared tree. 

2.2.2 Establishing the Upstream MA-rooted shared tree

   Triggered by downstream Join/Prune messages, the downstream MA creates an extended HIP authentication (Join/Prune) message with its upstream MA (the group's upstream MA) address HIT or IP and multicast address GIT or G in its join list and sends the message to its upstream MA. The upstream MA or router along the path creates or updates its multicast route entry for  (MA,GIT) when it receives the extended HIP authentication (Join/Prune) message. The interface on which the Join/Prune message arrived is added to the list of outgoing interfaces (oifs) for (MA,GIT). The route entry includes Multicast-Address GIT or G, Router-Address IP, Downstream MA's HIT or IP, and routing path list.  This route entry make up the Upstream MA-rooted shared tree. It indicates that MA expect to receive packets from upstream MA via this (Upstream MA-rooted shared tree) path (It is noted that source has been replaced by MA here, the multicast packet of all sources or specific source must be both forwarded by its MA). 

   Based on this entry each upstream router between the upstream MA and the downstream MAs forwards a Join/Prune message in which the join list includes the upstream MA. The packet payload contains Multicast-Address=GIT or G, Router-Address=HIT or IP, Join=downstream MA's HIT or IP.

   The Upstream MA is the root of the Upstream MA-rooted shared tree. The downstream MAs are the leaf of the Upstream MA-rooted shared tree. 

2.3 Hosts sending to a group

   If a source host has registered to its local MA (group's upstream MA, which has to belong to a ISP), when the host starts sending multicast data packets to a group, initially it must deliver each packet to the its local MA for distribution by unicast. Then the local MA encapsulates each data packet in a multicast data message and sends it to the downstream MAs by multicast for that group on the shared Upstream MA-tree. The downstream MA multicasts the packet to its receivers on the shared Downstream MA-tree. The source host is not permitted to send directly data packet to its last receivers.

2.4 Steady state maintenance of distribution tree (i.e., router state)
   In PIM-HIM model, HIM route entry is steady state, only when it receives an extended HIP authentication (Join/Prune) message, each router can update itself HIM route entry and forwards the Join/Prune messages to next hop toward its MA for each new member; the Join/Prune messages are sent to the neighbor indicated in the corresponding route entry. 

   If a router along the path toward the MA do not get Join/Prune messages, it have to keep a steady state, topology, and membership for HIM route entry, and do not update periodically the route state like IP-multicast. So the router do not need a timer for PIM-HIM.

   A new route entry (MA,GIT) is established for some new source in the Upstream MA when an new source joins the group GIT. If a route entry for the group exists, it may be merged of existed route entry (MA, GIT). 

2.5 Obtaining MA information

   In the HIP multicast model, the each MA must belong to a specific ISP, it is actually a local specific server of the ISP. So it is convenient that the ISP administers the groups, group members and its MA. The ISP can register the group and its members beforehand by manual registration  (to establish an account). These registered members and groups (own the accounts) are legitimate and trusted group member. They will be permitted to join and leave a group via the extended HIP authentication. The group is identified by a Group Identity (GIT) instead of by a group IP address  (if ISP permits, the group IP can also be used to identify the group). Charging for services to a member can be easily realized by the ISP's policy. The ISP can also easily find out legal liability of malicious users. Now, anyway, the ISPs have complete control over the groups, group members and its MA. Due to use the highly secure extended HIP authentication and the two levels of MA management, this type of multicast communication is safe, security, reliable and well administered. This model has both strong security and practical administration. So when a group member wants to obtain the MA information, it must register manually to its ISP and get its local MA  information. The downstream MA must register manually to its Upstream MA's ISP by signing a contract and get its Upstream MA information (includes the sources of the group). 

   In HIP multicast domain, each router along the path toward the MA will get MA information from the extended HIP authentication (Join/Prune) message it receives.
2.6 Multicast data packet forwarding

   Data packets are processed in a manner similar to other multicast schemes.  A router performs a longest match on the MA and group address in the data packet. A (MA,GIT) entry is matched first if one exists; If (MA,GIT) state dose not exist, the packet is dropped. If the ISP of owning the MA permits, the packet is forwarded to all interfaces listed in the outgoing interface list. It is noted that Data packets never trigger joins or prunes. 

2.7 Operation over Multi-access Networks

   This section describes a few additional protocol mechanisms needed to operate PIM-HIM over multi-access networks: Designated Router election, Assert messages to resolve parallel paths, and to suppress redundant Joins on multi-access networks.

   Designated router election:

   When there are multiple routers connected to a multi-access network, one of them must be chosen to operate as the designated router (DR) at any point in time.  The DR is responsible for forwarding the extended HIP authentication (Join/Prune) message, multicast data and Register messages to the MA (if it is necessary).

   A simple designated router (DR) election mechanism is used for both HIM and traditional IP multicast routing.  Neighboring routers send Hello messages to each other. The sender with the largest network layer address assumes the role of DR. Each router connected to the multi-access LAN sends the Hellos periodically (Multi-Access-Timer) in order to adapt to changes in router status. 

   Parallel paths to a source or MA process:

   If a router receives a multicast datagram on a multi-access LAN from a MA whose corresponding (MA,GIT) outgoing interface list includes the interface to that LAN, the packet must be a duplicate.  In this case a single forwarder must be elected.  Using Assert messages  addressed to GIT=`224.0.0.XXX'|'0...0' (ALL-PIM-HIM-ROUTERS group, fill 12 zeros) on the LAN, upstream routers can resolve which one will act as the forwarder. Downstream routers listen to the Asserts so they know which one was elected, and therefore where to send subsequent  special HIM notices. Typically this is the same as the downstream router's RPF (Reverse Path Forwarding) neighbor; but there are circumstances where this might not be the case, e.g., when using multiple unicast routing protocols on that LAN. The RPF neighbor for a particular MA is the next-hop router to which packets are forwarded in route to that MA; and therefore is considered a good path via which to accept packets from that MA.

   The upstream router elected is the one that has the shortest distance to the MA. Therefore, when a packet is received on an outgoing interface a router sends an Assert message on the multi-access LAN indicating what metric it uses to reach the MA of the data packet. The router with the smallest numerical metric (with ties broken by highest address) will become the forwarder. All other upstream routers will delete the interface from their outgoing interface list. The downstream routers also do the comparison in case the forwarder is different than the RPF neighbor.
   Associated with the metric is a metric preference value. This is  provided to deal with the case where the upstream routers may run different unicast routing protocols. The numerically smaller metric preference is always preferred. The metric preference is treated as the high-order part of an assert metric comparison.  Therefore, a metric value can be compared with another metric value provided both metric preferences are the same.  A metric preference can be assigned  per unicast routing protocol and needs to be consistent for all routers on the multi-access network.

   Suppress redundant Joins:

   If a non-designated router receives an extended HIP authentication (Join/Prune) message in the multi-access network, it will drop the message silently.  If a MA receives an extended HIP authentication (Join/Prune) message from the receiver or MA that has joined the group anytime, it will also drop the message silently.  

2.8 Unicast Routing Changes

   When unicast routing changes, a RPF check is done on all active MA-tree entries, and all affected expected incoming interfaces are updated.  In particular, if the new incoming interface appears in the outgoing interface list, it is deleted from the outgoing interface list. The previous incoming interface may be added to the outgoing interface list by a subsequent extended HIP authentication (Join/Prune) message from downstream.  The Join/Prune messages received on the  current incoming interface are ignored. The Join/Prune messages received on new interfaces or existing outgoing interfaces are not ignored. 

   The router must send an extended HIP authentication (Join/Prune) message with MA in the Join list out any new incoming interfaces to inform upstream routers that it expects multicast datagram over the interface.  It may also send a an extended HIP authentication (Join/Prune)  message with MA in the Prune list out the old incoming interface, if the link is operational, to inform upstream routers that this part of the distribution tree is going away.

2.9 PIM-HIM for Inter-Domain Multicast

   Future documents will address the use of PIM-HIM as a backbone inter-domain multicast routing protocol. Design choices center primarily around the distribution and usage of MA information for wide area, inter-domain groups.

2.10 Security

   All PIM control messages may use the extended HIP protocol or IPsec security encapsulation to address security concerns.

3 Detailed Protocol Description

   This section describes the protocol operations from the perspective of an individual router implementation.  In particular, for each message type we describe how it is generated and processed.
3.1 Hello

   Hello messages are just sent so neighboring routers can discover each other. It is not for updating route table like other routing protocol. Hello messages never update route table and only indicate the router is alive and valid.

3.1.1 Sending Hellos

   Hello messages are sent periodically between PIM-HIM neighbors, every [Hello-Period] seconds.  This informs routers what interfaces have PIM-HIM neighbors.  Hello messages are multicast using address GIT=X (ALL-PIM-HIM-ROUTERS group). The packet includes a Hello-Period, set to [Hello-Period], for neighbors to send next Hello messages. Hellos are sent on all types of communication links.

3.1.2 Receiving Hellos

   When a router receives a Hello message, it stores the network layer address for that neighbor, sets its Neighbor-timer for the Hello sender to the Hello-Period included in the Hello, and checks the Multicast Agent (MA) for that interface.

   When a MA or router receives a Hello from a new router (i.e., from an address that is not yet in the MA's routing table. maybe some routing changes), the MA or router adds the router to its routing entry and unicasts its most recent routing information to the new router.

3.1.3 Timing out neighbor entries

   When the hello timer in a router is run to time out, the router will send hello message to all PIM-HIM neighbors.

   After the hello timer in a router is run to time out, if it does not receive hello message from PIM-HIM neighbors, the router assumes the interface has gone down and it may delete that interface from its route entry. 

3.2 Join/Prune

   Join/Prune messages are sent to join or prune a branch off of the multicast distribution tree. Join/Prune messages are composed of an extended HIP authentication (Join/Prune) message. A single message contains a join or prune request.  Each request contains group address GIT or G, MA address HIP or IP and receiver address HIT or IP, indicating the MA shared tree that the routers along path between MA and receiver want to join or prune.
3.2.1 Sending Join/Prune Messages

   Join/Prune messages are only triggered by a group receiver or MA that wants to join or leave a multicast group. Join/Prune messages are sent to a particular upstream neighbor N that are reached to MA via N. Join/Prune messages are unicast to all routers on multi-access networks with the target address set to the next hop router towards MA. 

   A router only forwards a Join/Prune message to its RPF neighbor when it receives a Join/Prune message. A Join/Prune message is constructed as follows: MA address HIT or IP and receiver address HIT or IP, the router's address along path between MA and receiver, group address GIT or G, and so on.

   In addition to the receiver's or MA's extended HIP authentication (Join/Prune) messages, the oif list changes from non-null to null will trigger Prune messages. When there are no longer directly connected members, on router the oif should be removed from the oif list. The contents of   triggered messages are the same as the described above.

   Multicast data packets never trigger Join/Prune/Register messages onto interfaces in router.  Data packets that arrive on the wrong incoming interface are silently dropped.  

   If a Join/Prune message exceeds the MTU of a network, IP fragmentation should be used between the two neighboring hops.

3.2.2 Receiving Join/Prune Messages

   If the router that receives the Join/Prune messages is not a PIM-HIM router, then it will forward the messages to next hop limpidly, else it takes as follows:  

   The receiver of the Join/Prune message notes the interface on which the extended HIP authentication (Join/Prune) message arrived, call it I. The receiver then checks to see if the Join/Prune message was addressed to the receiving router itself (i.e., the router's address appears in the Unicast Upstream Neighbor Router field of the Join/Prune message). (If the router is connected to a multi-access LAN, the message could be intended for a different router.) If the Join/Prune is for this router the following actions are taken.

  For each group identity GIT or G, in the Join/Prune message, the associated join list is processed as follows. 

      1 For each joining host address HIT or IP, MA, in the join list,

        and for which there is no existing (MA,GIT) route entry, the

        router initiates one. The router creates a (MA,GIT) entry and

        sets outgoing interface to I. In all cases, the iif of the

        (MA,GIT) entry is always excluded from the oif list.

           1 The outgoing interface for (MA,GIT) is set to I.  The

             incoming interface for (MA,GIT) is set to the interface

             used to send unicast packets to MA (i.e., the RPF neighbor).

           2 If the interface used to reach MA, is the same as I,

             this represents an error (or a unicast routing change) and

             the Join/Prune must not be processed.

      2 For each joining host address HIT or IP, MA, in the join list of

        the Join/Prune message, for which there is an existing (MA,GIT)

        route entry,

           1 the router sets the incoming interface to point towards

             MA for that (MA,GIT) entry, and forwards a Join/Prune

             message corresponding to that entry through the new

             incoming interface; and

           2 If I is not the same as the existing incoming interface,

             the router adds I to the list of outgoing interfaces.

    For each group identity GIT or G, in the Join/Prune message, the associated prune list is processed as follows. For each pruning host address HIT or IP, MA, in the prune list of the    Join/Prune message:

           1 If there is an existing item HIT of (MA,GIT) route entry,

             then the item HIT of (MA,GIT) in route entry is directly

             deleted. (allowing for other downstream routers on a

             multi-access LAN to override the prune.)

           2 If there is no an existing item HIT of (MA,GIT) in route

             entry, the router drops the message simply.

     If the Join/Prune is not for this router, the router drops the message silently.
3.3 Source Register and UnRegister

   In HIP Multicast Model, only if the Host Identity of the group member is registered manually beforehand in its local MA, can it be successfully authenticated and join the group. The multicast source's local MA must register or unregister the source hosts manually and create or delete  (MA,GIT) route entry for the source S. However, if ISP's management policy permits, the multicast source's local MA can also register or unregister the source host via an extended HIP authentication (Register/Unregister) message. Before a source wants to start sending to a group, it must 

        send a extended HIP authentication (Register) message to the

        local MA by unicast. After the MA authenticate the source's

        host successfully, it sets up source S specific state and

        creates (MA,GIT) route entry for the source S. 

   When a source wants to withdraw from a group, it must 

        send a extended HIP authentication (Unregister) message to the

        local MA by unicast. After the MA authenticate the source's

        host successfully, it deletes source S specific state and (MA,GIT)

        route entry for the source S. 

3.4 Multicast Data Packet Forwarding

   Processing a multicast data packet involves the following steps:

      1 The source host encapsulates multicast data in the data packet

        and unicasts it to its local MA.

      2 The local MA as upstream MA lookups its route state based on a

        longest match (MA, GIT) of the source address S, MA, and an

        exact match of the destination address (receiver R or downstream

        MA) in the data packet. If the match is successful, the MA will

        forward the multicast data to its local receivers (excluding the

        subnet containing S) and downstream MAs, else the MA drops the

        data simply.

      3 In the routers along path to downstream MA, if the packet arrived

        on the interface found in the matching-entry's iif field, and the

        oif list is not null:

           1 Forward the packet to the oif list for that route entry

             based on a longest match (MA, GIT).

           2 If the packet does not match to any entry, and it is not a

             local host or the receiver is not the MA, the router drops

             the packet.

      4 After the downstream MA receives the data packet, it lookups its route

        state based on a longest match (MA, GIT) and an exact match of the

        destination receiver R in the data packet. If the match is successful,

        the MA will forward the multicast data to its local receivers and

        last receivers, else the MA drops the data simply.

      5 In the routers along path to last receivers, if the packet arrived

        on the interface found in the matching-entry's iif field, and the

        oif list is not null:

           1 Forward the packet to the oif list for that route entry

             based on a longest match (MA, GIT).

           2 If the packet does not match any entry, but the source of

             the data packet is a local, directly-connected host, and

             the router is on a multi-access LAN, the router unicasts

             the data packet to the local receiver.

           3 If the packet does not match to any entry, and it is not a

             local receiver, the router drops the packet.

3.5 Assert

   Asserts are used to resolve which of the parallel routers connected to a multi-access LAN is responsible for forwarding packets onto the  LAN.
3.5.1 Sending Asserts

   The following Assert rules are provided when a multicast packet is received on an outgoing multi-access interface "I" of an existing active (MA,GIT) entry:

      1 Do unicast routing table lookup on MA address from data

        packet, and send assert on interface "I" for MA address in

        data packet; include metric preference of routing protocol and

        metric from routing table lookup.

      2 If route is not found, use metric preference of 0x7fffffff

        and metric 0xffffffff.

   Asserts should be rate-limited in an implementation-specific manner.

3.5.2 Receiving Asserts

   When an Assert is received the router performs a longest match on the MA and group address GIT in the Assert message, only active entries -- that have packet forwarding state -- are matched. The router does a match on (MA,GIT) entries; if no matching entry is found, it ignores the Assert.

   Receiving Asserts on an entry's outgoing interface:

      If the interface that received the Assert message is in the oif

      list of the matched entry, then this Assert is processed by this

      router as follows:

      1 If the Assert matching entry is (MA,GIT), the router updates 

        the (MA,GIT), else no new entry is updated in response to 

        the Assert.

      2 The router then compares the metric values received in the

        Assert with the metric values associated with the matched entry.

        If the value in the Assert is less than the router's value 

        (with ties broken by the IP address, where higher network layer

        address wins), delete the interface from the entry.

      3 If the router has won the election the router keeps the

        interface in its outgoing interface list. It acts as the

        forwarder for the LAN.

   The winning router sends an Assert message containing its own metric to that outgoing interface. This will cause other routers on the LAN to prune that interface from their route entries. The winning router sets highest metric preference in the Assert message if a (MA,GIT) entry was matched.
   Receiving Asserts on an entry's incoming interface:

   If the Assert arrived on the incoming interface of an existing (MA,GIT),

   entry, the Assert is processed as follows.  If the Assert message does

   not match the entry, exactly, it is ignored; i.e, longest-match is not

   used in this case. If the Assert message does match exactly, then:

      1 Downstream routers will select the upstream router with the

        smallest metric preference and metric as their RPF neighbor. If

        two metrics are the same, the highest network layer address is

        chosen to break the tie. This is important so that downstream

        routers forward subsequent Joins/Prunes to the correct neighbor.

        An Assert-timer is initiated when changing the RPF neighbor to

        the Assert winner.  When the timer expires, the router resets

        its RPF neighbor according to its unicast routing tables to

        capture network dynamics and router failures.

      2 If the downstream routers have downstream members, and if

        the Assert caused the RPF neighbor to change, the downstream

        routers must trigger a Join/Prune message to inform the upstream

        router that packets are to be forwarded on the multi-access

        network.

3.6 Getting routing messages for a rebooted router

   If a PIM-HIM router in PIM-HIM domain is rebooted, it can get routing messages from its neighbors. The router must send a request packet to the its neighbors for getting relative routing messages. When the neighbors receives the request packet, the neighbors must send the (MA,GIT) routing messages to the PIM-HIM router. However, the router will drop the duplicate routing messages.

   When the PIM-HIM router receives a multicast data packet included MA address of the group GIT, if it has no (MA,GIT) route entry, it may be rebooted and must send a request packet to the MA or its neighbors for getting relative routing messages. When the MA or its neighbor receives the request packet, the MA or its neighbor must send the (MA,GIT) routing messages to the PIM-HIM router. However, the router will drop the duplicate routing messages.

3.7 Processing duplicate Join/Prune message

   If a MA or router receives an extended HIP authentication Join messages from the receiver that has joined the group GIT, it ignores simply these messages.

   If a MA or router receives an extended HIP authentication Prune messages from the receiver that has pruned from the group GIT, it ignores simply these messages.

3.8 Processing Timer Events

   In this subsection, we enumerate all timers that have been discussed or implied. 

   Timers are implemented in an implementation-specific manner. For example, a timer may count up or down, or may simply expire at a specific time. Setting a timer to a value T means that it will expire after T seconds.

3.8.1 Timers related to multi-access networks

   Each router in multi-access networks has an Multi-Access-Timer.
    For Designated Router election, Neighboring routers send Assert Hello messages periodically to each other to resolve duplicate Join/Prune messages. The Multi-Access-Timer per router in multi-access networks is set to [Assert-Timeout], and is restarted to this value every time a subsequent Assert for the router is received on its incoming interface. When the timer expires, the router resets its timer and send an Assert Hello messages.

3.8.2 Timers relating to neighbor discovery

   [Neighbor-Timer (kept per neighbor)] A Neighbor-Timer for each neighbor is used to time out the neighbor state. When a Hello message is received from a new neighbor, the timer is initially set to the Hello-Period included in the Hello message (which is equal to the neighbor's value of [Hello-Period]). Every time a subsequent Hello is received from that neighbor, the timer is restarted to the Holdtime in the Hello.  When the timer expires, the neighbor will send a Hello messages.

3.8.3 Default timer values

   In this version of the spec, we suggest particular numerical timer settings as the default timeout.  A future version of the specification will specify a mechanism for timer values to be scaled based upon observed network parameters.

     *    [Assert-Timeout] This is the interval between the last

          time an Assert is received, and the time at which the assert

          is timed out.  Default: 120 seconds.

     *    [Hello-Period] This is the interval between sending

          Hello messages.  Default: 600 seconds.

3.9 Security

   All PIM-HIM control messages will use extended HIP authentication[3] to address security concerns.

4 Packet Formats of the PIM-HIM control messages

   This section describes the details of the packet formats for PIM-HIM control messages.

   All PIM-HIM control messages have protocol number XXXX.

   Basically, PIM-HIM control messages are either unicast (e.g. Join/Prune and Register/Unregister), or multicast hop-by-hop to `ALL-PIM-HIM-ROUTERS' group `224.0.0.XXX|0...0' (filing 12 zeros). The packet of PIM-HIM control messages are four types: I1  R1, I2 and R2; in which R1 and I2 are same as HIP Protocol.
   The format of I1 is as follows:

    0                    1                    2                    3

    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+-+
    |   next header   |  Payload len    |               |Type     |   Res    |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+-

    |       controls                  |              Checksum            |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+-

    |     Initiator's HIT of the Group receiver or downstream MA                |

    |     or source host when source requests Register/UnRegister               |

    |                                                                  |

    |                                                                  |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+-

    |                Responder's HIT of the Group MA                      |

    |                                                                  |

    |                                                                  |

    |                                                                  |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+-

    |                Multicast Group's GIT of the Group                     |

    |                                                                  |

    |                                                                  |

    |                                                                  |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+-

    |                     PIM-HIM control messages                      |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+-

    |               IP address list of routers along path                      |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+-

    |                          HIP parameters                           |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+-

      The first two lines and last line are same as HIP protocol. The means of some other items are shown in above figure. Only "PIM-HIM control messages" will be described in next.

   The format of R2 is as follows:

    0                    1                    2                    3

    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+++
    |  next header   |     Payload len    |              |Type    | Res     |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+++
    |       controls                    |           Checksum            |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+++
    |                Responder's HIT of the Group MA                     |

    |                                                                 |

    |                                                                 |

    |                                                                 |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+++
    |    Initiator's HIT of the Group receiver or downstream MA                |

    |    or source host when source requests Register/UnRegister               |

    |                                                                 |

    |                                                                 |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+++
    |                Multicast Group's GIT of the Group                    |

    |                                                                 |

    |                                                                 |

    |                                                                 |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+++
    |                 Multicast Group's GK of the Group                    |

    |                          (Optional)                               |
    |                                                                 |

    |                                                                 |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+++
    |                     PIM-HIM control messages                      |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+++
    |               IP address list of routers along path                      |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+++
    |                          HIP parameters                           |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+++
    The first two lines and last line are same as HIP protocol.  The means of some other items are shown in above figure. Only  "PIM-HIM control messages" will be described in next.

    PIM-HIM control messages format is as follows:

    0                    1                    2                    3

    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+-+

    |  Ver  |  Type  |      Reserved   |            OptionLen             |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+-+

    |                          OptionValue                              |

    |                               .                                   |

    |                               .                                   |

    |                               .                                   |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+-+

        Ver

              PIM-HIM Version number is 1.

        Type

              PIM-HIM Types are:

           0 = Hello

           1 = Register

           2 = UnRegister

           3 = Join

           4 = Prune

           5 = Bootstrap

           6 = Assert

        Reserved

              set to zero. Ignored upon receipt.

        OptionLen = the bits length of OptionValue.

        OptionValue will be described in next sub-sections according to the type.

4.1 Hello Message

   It is sent periodically by routers on all PIM-HIM neighbor interfaces.

        OptionValue  =  Hello-Period.

        OptionLen   =  32.

4.2 Register Message

   A Register message is sent by the source host to its local MA when a source host wants to send multicast data to the group GIT. 

      In I1 Packet:

        OptionValue  =  0.

        OptionLen   =  32.

      In R2 Packet:

        OptionValue  =  0.           

        OptionLen   =  32.

4.3 UnRegister Message

   A UnRegister message is sent by the source host to its local MA when a source host does not want to send multicast data to the group GIT. 

      In I1 Packet:

        OptionValue  =  1.

        OptionLen   =  32.

      In R2 Packet:

        OptionValue  =  1.

        OptionLen   =  32.      

4.4 Join Message

   A Join message is sent by a group receiver towards its local MA or downstream MA towards its upstream MA (source's MA) when the receiver or downstream MA wants to join the group.  Join is sent to build the shared MA-tree.

      In I1 Packet:

        OptionValue  =  2

        OptionLen   =  32.

      In R2 Packet:

        OptionValue  =  2

        OptionLen   =  32.

4.5 Prune Message

   A Prune message is sent by a group receiver towards its local MA or downstream MA towards its upstream MA (source's MA) when the receiver or downstream MA wants to leave the group.  Prune is sent to prune the shared MA-tree.

      In I1 Packet:

        OptionValue  =  3

        OptionLen   =  32.

      In R2 Packet:

        OptionValue  =  3

        OptionLen   =  32.

4.6 Bootstrap Message

   The Bootstrap messages are multicast to `ALL-PIM-HIM-ROUTERS' group, out all interfaces having PIM-HIM neighbors (excluding the one over which the message was received) when the router is rebooted and wants to get routing information from neighbors. If there is no route entry  information in the neighbor router that receives Bootstrap messages, it forwards the Bootstrap messages to its MA.

      In I1 Packet:

        OptionValue  =  IP address of rebooted router in I1 Packet.

        OptionLen   =  32.

      In R2 Packet:

        OptionValue  =  items of routing entry in R2 Packet.

        OptionLen   =  32.

    "IP address list of routers along path" in Packet R2 is filled by routing entry.

4.7 Assert Message

   The Assert message is sent when a multicast data packet is received on an outgoing multi-access interface corresponding to the (MA,GIT) associated with the local MA.

      In I1 Packet:

        OptionValue  =  Assert-Timeout in I1 Packet.

        OptionLen   =  32.

      In R2 Packet:

        OptionValue  =  metric preference (0x7fffffff) and metric(0xffffffff)

                       of routing entry in R2 Packet.

        OptionLen   =  64.
5 PIM-HIM multicast data packet format

    0                    1                    2                    3

    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+
      |next header   |   Payload len    |               Res               |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+
    |       controls                  |            Checksum            |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+
    |               IP address or HIT of the Group MA                     |

    |                                                                 |

    |                                                                 |

    |                                                                 |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+
    |                  IP address or  HIT of the Group receiver              |

    |                                                                 |

    |                                                                 |

    |                                                                 |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+
    |                Group IP address or GIT of the Group                  |

    |                                                                 |

    |                                                                 |

    |                                                                 |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+
    |                IP address of Multicast Group's source                  |

    |            (Optional for compatible with other type multicast)            |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+
    |                                                                 |

    |                         Multicast data packet                       |

    |                               .                                  |

    |                               .                                  |

    |                               .                                  |

    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-++-+-+-+
      The first two items are same as HIP protocol. Res means reserve. The "control" is ready for future use. The means of some other items are shown in above figure. 
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7 Appendices

   Glossary of Terms

   Following is an alphabetized list of terms and definitions used throughout this specification.

     *    Designated Router (DR). The DR sets up multicast route entries and sends corresponding Join/Prune and Register messages on behalf of directly-connected receivers, sources and other routers in multi-access network, respectively. The DR may or may not be the long-term, last-hop router for the group; a router on the LAN that has a lower metric route  to the data source, or to the group's MA, may take over the  role of sending Join/Prune messages to MA.

     *    Incoming interface (iif). The iif of a multicast route entry indicates the interface from which multicast data packets are accepted for forwarding. The iif is initialized when the entry is created.

     *    Join list. The Join list is one of two lists of addresses that is included in a Join/Prune message; each address refers to a receiver or MA. It indicates those sources or MA to which downstream MA or receiver(s) wish to join the group. Currently a Join list is just HIT or IP of downstream MA or receiver.

     *    Last-hop router. The last-hop router is the last router to receive multicast data packets before they are delivered to directly-connected member hosts. In general the last-hop router is the DR for the LAN.  However, under various conditions described in this document a parallel router  connected to the same LAN may take over as the last-hop router in place of the DR.

     *    Multicast Agent (MA). A specific ISP's server, represent group sources, authenticates, administrates, authorizes, account and audit the groups and group's members or end systems. All multicast data must be forwarded to receivers by the MA. Only groups and members registered beforehand in MA (by manual) are legitimate and trusted.

     *    Outgoing interface (oif) list.  Each multicast route entry has an oif list containing the outgoing interfaces to which multicast data packets should be forwarded.
     *    Prune List. The Prune list is the second list of addresses that is included in a Join/Prune message. It indicates those sources or MA from which downstream MA or receiver(s) wish to prune. Currently a Join list is just HIT or IP of downstream MA or receiver.

     *    Reverse Path Forwarding (RPF). RPF is used to select the appropriate incoming interface for a multicast route entry .The RPF neighbor for an address X is the next-hop router  used to forward packets toward X. The RPF interface is the interface to that RPF neighbor. In the common case this is the next hop used by the unicast routing protocol for sending unicast packets toward X. For example, in cases where unicast and multicast routes are not congruent, it can be different.

     *    Route entry. A multicast route entry is state maintained in a router along the distribution tree and is created, and updated based on incoming control messages. The route entry may be different from the forwarding entry; the latter is used to forward data packets in real time.  Typically a forwarding entry is not created until data packets arrive, the forwarding entry's iif and oif list are copied from the route entry, and the forwarding entry may be flushed and recreated at will.

     *    Shortest path tree (SPT).  The SPT is the multicast distribution tree created by the merger of all of the shortest paths that connect receivers to the MA or source (as determined by unicast routing).
     *    (MA,GIT) route entry.  (MA,GIT) is a MA route entry in the routers or MAs.  It may be created in response to Join/Prune messages, or Asserts. The (MA,GIT) state creates a shared MA-rooted, shortest path (or reverse shortest path) distribution tree for a particular group. All Group members join the shared MA-Tree. This tree is represented by (MA,GIT) multicast route entries along the shortest path branches between the MA and the group members.
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