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State Observer-Based Robust Control Scheme for
Electrically Driven Robot Manipulators

Masahiro Oya, Chun-Yi Su, and Toshihiro Kobayashi

Abstract—By using a state observer, a new robust trajectory tracking-
control scheme is developed in this paper for electrically driven robot ma-
nipulators. The role of the observer is to estimate joint angular velocities.
The proposed controller does not employ adaptation, but assures robust
stability of tracking error between joint angles and desired trajectories.
At sacrificing asymptotical stability of the tracking errors, the configura-
tion of the proposed controller becomes very simple, compared with re-
gressor-based adaptive controllers. It is shown in the closed-loop system
using the proposed controller that the Euclidian norm of tracking errors
arrives at any small closed region with any convergent rate by setting only
one design parameter. Especially for the desired trajectories converging to
constant ultimate values, it is assured that tracking errors converge to zero.

Index Terms—Electrically driven robot, robot manipulators, robust con-
trol, state observer, tracking control.

I. INTRODUCTION

As demonstrated in [1], the actuator dynamics constitute an impor-
tant component of the complete robot dynamics. If the actuator dy-
namics is ignored, the designed controller may not yield good system
overall performance. In recent years, controls for robot manipulators,
including the actuator dynamics, have received considerable attention
and several control schemes have been developed [2]–[14]. In the early
works [2], [3], the controllers required full knowledge of system dy-
namics. If there are uncertainties in the dynamics, the controllers pro-
posed in [2] and [3] may give a poor performance, and may even cause
instability. To overcome the uncertainties in the dynamics, robust con-
trollers have been proposed in [4]–[15]. However, these controllers
normally require full state measurements. In general, full state mea-
surements may not be available, due to cost of sensors, weight limi-
tation, effects of noises, etc. Especially for the velocity measurement
of joint angles, the required accuracy may not be achieved in prac-
tical applications, due to the existence of noises [16]. Most recently,
control schemes without using velocity measurements were proposed
in [17] and [18], where regressor-based adaptive controllers are em-
ployed. These controllers are effective for uncertainties in robot and
actuator dynamics, and guarantee asymptotical stability of the tracking
errors. However, the construction of the regressor is not trivial for a
general robot, even when only desired values are involved.

In this paper, we will develop a new robust tracking-control scheme
with the use of a state observer without involving adaptations, velocity
measurements of joint angles, and the regressor. A precompensator is
first introduced to obtain a new representation for the electrically driven
robot dynamics. Then, a new robust controller is developed, which
has the following features: 1) it is assured that the Euclidian norm of
tracking errors can reach to any small closed region with any conver-
gent rate by setting only one design parameter; 2) it is assured that
the tracking error converges to zero when the desired trajectories qd(t)
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converge to ultimate constant values; and 3) the configuration of the
developed robust controller is very simple, if compared with that of the
regressor-based adaptive controllers.

II. NEW REPRESENTATION OF ROBOT MANIPULATORS

WITH INTEGRAL PRECOMPENSATOR

Consider an n-link manipulator with revolute joints driven by arma-
ture-controlled dc motors with voltages being inputs to amplifiers. As
in [3] and [4], the dynamics are described by

MP (q)�q(t) +BP (q; _q) _q(t) + gP (q) = KPNIP (t)

MP (q) = DP (q) + J
(1)

L _IP (t) +RIP (t) +Ke _q(t) = uP (t) (2)

where q(t) 2 Rn is joint angles, IP (t) 2 Rn is the armature cur-
rents, and uP (t) 2 Rn is armature voltages. DP (q) 2 Rn�n is a
positive definite inertia matrix of the manipulator, BP (q; _q) 2 Rn�n

is Coriolis and centrifugal torques, and gP (q) 2 Rn is the gravita-
tional torques. J , L, and R are the actuator inertia matrix, the actuator
inductance matrix, and the actuator resistance matrix, respectively.Ke

is the matrix that characterizes the voltage constant of the actuators,
and KPN is the matrix characterizing the electromechanical conver-
sion between current and torque. J , L, R, Ke, and KPN are positive
definite constant diagonal matrices.
The control objective pursued here is as follows. For any given de-

sired bounded trajectories qd(t), _qd(t), and �qd(t), with some or all of
the manipulator and actuator parameters unknown, derive a robust con-
troller for the actuator uP without using the measurement of joint ve-
locities, such that the manipulator position vector q(t) tracks qd(t).
In the following development, suppose that the armature current

IP (t), joint angles q(t), and armature voltage uP (t) are measurable,
and the joint angles of the robot manipulator (1), (2) are held at some
fixed angle by using some simple joint-angle feedback controller.
Then, uP (t) can be represented as uP (t) = u(t) + u, where u is
a constant voltage to hold the joint angle. In this case, the relations
_q(0) = 0, gP (q(0)) = KPNIP (0), and RIP (0) = u are satisfied.
When the signals I(t) = IP (t)� IP (0), u(t) = uP (t)� u are used
to initialize the manipulator (1), (2) in the case of the fixed-angle
situation, the electrically driven robot manipulator can be described by

M(q)�q(t) +B(q; _q) _q(t) + g(q) = KNI(t)

L _I(t) +RI(t) +Ke _q(t) = u(t)

M(q) =
MP (q)

�
Pm

; B(q; _q) =
BP (q; _q)

�
Pm

g(q) =
gP (q)� gP (q(0))

�
Pm

; KN =
KPN

�
Pm

(3)

where �
Pm

= �min[MP (q)] is the lower limit of eigenvalues of
MP (q), and the symbolsM(q),B(q; _q), g(q), andKN are introduced
to normalize the lower-limit eigenvalue of the manipulator inertia
matrix. It should be noted that the constant values u and IP (0) can be
obtained from the measurable signals IP (t) and uP (t).
It is well known that manipulators and actuators are characterized by

the following properties [19]–[21].

P1) The relation B(q; x)y = B(q; y)x holds, and there exists a
bounded positive constant �

b
such that kB(q; x)yk � �

b
kxkkyk

for any two given vectors x, y 2 Rn.
P2) The relation _M(q) _q(t) � B(q; _q) _q(t) = (1=2)[(@=@q)
[ _q(t)TM(q) _q(t)]]T is satisfied.
P3) The matrix M(q) is symmetric positive definite and there
exist bounded positive constants �

m
(= 1) and �

m
for any vector

x such that �
m
xT x � xTM(q)x � �

m
xT x.
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P4) There exist bounded positive constant values �
kn

, �kn for any
vector x such that �

kn
xTx � xTKNx � �knx

Tx.
P5) There exist bounded positive constants �m1, �g , �g1, �r ,
�l, �ke, such that k _M(q)k � �m1k _q(t)k, kg(q)k � �g ,
k@ g(q)=@ qk � �g1, kRk � �r , kLk � �l, kKek � �ke.

To make q(t) track a desired trajectory qd(t), let us consider a pre-
compensator of the following form:

u(t) = �(t) +

t

0

�(� )d� =
p+ 1

p
[�(t)] (4)

where the symbol p denotes the differential operator, and the signal
�(t) is the input to the compensator. Then, to develop a control scheme
achieving the control objective, the robot model (3) is rewritten as fol-
lows (see Appendix I):

M(q)�q(t)�M(q) _q(t) +B(q; _q) _q(t) + hq(t) = KNIF (t) (5)

L _IF (t) +RIF (t) +Ke _q(t)� hI(t) = �(t) (6)

and

hq(t) =
t

0

e�(t��) M(q) _q(�) +
@g(q)

@q
_q(�)

+
1

2
f( _q; _q) d�

f( _q; _q) =
@

@q
_q(t)TM(q) _q(t)

T

hI(t) =
t

0

e�(t��)Ke _q(�)d�

IF (t) = I(t)�
t

0

e�(t��)I(�)d� =
p

p+ 1
[I(t)] :

(7)

In the above expression, the function f(a; b) is defined as f(a; b) =
[(@=@q)[aTM(q)b]]T for any vector a and b 2 Rn, where the depen-
dence on q(t) is dropped for the simplicity in the later development.

It should be noted that property P2 has been used to derive the new
representation (5)–(7). Also, the gravitational torques g(q) are repre-
sented by the term (@g(q)=@q) _q(t).

III. CONTROLLER DEVELOPMENT

In the following development, the design procedurewill be described
as a two-step process. Firstly, the signal IF (t) in (5) is regarded as the
input signal. An embedded control input IFd(t) is designed so that the
desired tracking can be achieved. Secondly, �(t) is designed so that
IF (t) tracks IFd(t) without using the signal _q(t). In turn, this allows
q(t) to track the desired trajectory qd(t).

A. Synthesis of Embedded Signal IFd(t)

First, letussupposethat thesignal _q(t) isavailableandthesignalIF (t)
can be treated as an input signal. A robust controller will be synthesized,
so that q(t) tracks the desired trajectory qd(t) for the subsystem (5). To
achieve such an objective, an additional property is exploited.

P6) There exists a bounded positive constant value �f such that
kf(a; b)k � �fkakkbk for any a, b 6= q(t).

For the development of robust controller, the following standard as-
sumptions are required for the system (5)–(7).

A1) There exist known diagonal constant matrices KN , R, Ke,
and there exist bounded positive constant values �

kk
, �

kk
, �

r
,

�
ke

such that �
kk
xTx � xTKNK

�1
N x � �

kk
xT x for all x,

kRk = kR� Rk � �
r
, kKek = kKe �Kek � �

ke
.

A2) There exists a known bounded function g(q), and
there exist bounded positive constant values �

g1
, �

g1

such that k(@g(q)=@q)k � �
g1
, k(@g(q)=@q)k =

k(@g(q)=@q)�KNK
�1
N (@g(q)=@q)k � �

g1
.

A3) For given desired trajectories qd(t), there exist bounded pos-
itive constant values �d, �di, i = 1; 2, such that kqd(t)k � �d,
k _qd(t)k � �d1, k�qd(t)k � �d2.
A4) The initial value q(0) is bounded.

It is noted that KN , R, and Ke are estimates for KN , R, and Ke,
respectively, g(q) is an estimate of g(q), and � denotes estimated error.
To design an embedded control input so that q(t) in the subsystems

(5) tracks qd(t), in the following, we define:

s(t) = ��1 _q(t) + q(t); q(t) = q(t)� qd(t) (8)

where � is a positive design parameter introduced to improve tracking
performance. It is noted that the norm of the initial tracking error s(0)
does not increase with respect to the design parameter �. Using the
relation

g(q)�

t

0

e�(t��)g(q)d�=

t

0

e�(t��) @g

@q
_q(�)d�+e�tg (q(0)) (9)

and the property P1), the error system can be obtained as

M(q) _s(t) = � (�B(q; s� q)� (� + 1)M(q) + 2B(q; _qd))

� (s(t)� q(t))� ��1!sd(q; _qd; �qd)� ��1h(t)

+ ��1KNIF (t)� ��1KNK
�1
N

� g(q)�

t

0

e�(t��)g(q)d� (10)

h(t) =hq(t)�

t

0

e�(t��)KNK
�1
N

@g

@q
_q(�)d�

=

t

0

e�(t��) �2

2
f(s� q; s� q) + !hd(q; _qd)

+ � (M(q) (s(t)� q(t))

+
@g

@q
(s(t)� q(t))

+f( _qd; s� q)) d� (11)

where !sd(q; _q; �qd), !hsd(q; _qd) are given by

!sd(q; _qd; �qd) =M(q) (�qd(t)� _qd(t)) +B(q; _qd) _qd(t)

�KNK
�1
N e�tg (q(0))

!hd(q; _qd) =M(q) _qd(t) +
1

2
f( _qd; _qd) +

@g

@q
_qd(t)

: (12)

It should be emphasized that the notion for f(s�~q; s�~q) and f( _qd; s�
q) should follow the definition of f(a; b). For example, f( _qd; s� ~q) =
[(@=@q)[ _qd(t)

TM(q)(s� ~q)]]T .
Based on the error system (10), if the signal IF (t) can be treated as

a control input signal, the signal IF (t) can be synthesized as

IF (t) = ��sK
�1
N s(t)+K�1

N g(q)�

t

0

e�(t��)g(q)d� (13)

for any � � 2. Then, it can be proved that this robust control law
can stabilize the error system (10) with proper selection of the scalar
positive gain s.
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Remark: As a matter of fact, many robust control laws have been
proposed in the literature and can be directly applied. However, the
merit of this new control law is that only one design parameter � needs
to be adjusted, and there is no regressor involved, which makes the
controller design simple.

In the above control law, the measurement of joint velocities _q(t)
is required. However, as assumed in the paper, the signal _q(t) is not
available. To remove such a requirement, instead of using IF (t) in (13),
an embedded signal IFd(t) is defined as

IFd(t) = ��sK
�1
N s(t) +K

�1
N g(q)�

t

0

e
�(t��)

g(q)d�

(14)
where the signal s(t) denotes the estimate of the tracking error signal
s(t) and is generated by

s(t) = (e�
�1 + 1)q(t) + �

�1
q(t) + se(t)

_se(t) = eq(t)� es(t)

se(0) = � (e + 1)��1
q(0)

(15)

where the scalar constant e is a positive design parameter and will be
specified later.

It can be proved that the embedded signal IFd(t) in (14) can still
guarantee the tracking of the subsystem (5) if IFd(t) is treated as an
input signal IF (t). The proof is omitted, since the conclusion can easily
be drawn for the proof of the main result (Theorem 2) in Section III-C.

B. Synthesis of Control Signal �

From the dynamic (5), (6), it is clear that the signal IF (t) cannot
be used as an input signal. It is the control signal � that generates the
IF (t). The design task turns to the development of the control signal
�, which forces IF (t) to track IFd(t).

To develop such a controller, the error signals IF (t), s(t) are, re-
spectively, defined as

IF (t) = �
�1


�1
s KN (IF (t)� IFd(t)) ; s(t) = s(t)�s(t): (16)

The error signal IF (t) is defined so that kIF (0)k does not increase
with respect to � and s. Then, it is seen from (10), (11), (15), (6), and
(7) that the tracking error system can be described by

M(q) _s(t) = � (�B(q; s� q)� (� + 1)M(q) + 2B(q; _qd))

� (s(t)� q(t))� �
�1

hqg(t)� �
�1

hqd(t)

+ sKNK
�1
N IF (t)

� sKNK
�1
N (s(t)� s(t)) (17)

M(q)_s(t) = � (�B(q; s�q)+2B(q; _qd)) (s(t)�q(t))

� �
�1

hqg(t)��
�1

hqd(t)+sKNK
�1
N IF (t)

� sKNK
�1
N (s(t)�s(t))�eM(q)s(t) (18)

hqg(t) =
t

0

e
�(t��) �2

2
f(s� q; s� q)

+ �(M(q) (s(t)� q(t))

+
@g

@q
(s(t)� q(t))

+ f( _qd; s� q)) d�

hqd(t) =!sd(q; _qd; �qd) +
t

0

e
�(t��)

!hd(q; _qd)d�

(19)

L
_
IF (t) = �RIF (t)�

KN

�s

� RIFd(t)+Ke _qd(t)�

t

0

e
�(t��)

Ke _qd(�)d�

+
KN

�s
�(t) + !Is(t)s(t) + !

Is
(t)s(t)

+ !
Iq
(t)q(t) +

1

s
hIg(t) +

1

�s
hId(t) (20)

!Is(t)=R�
1

s
KNKe + (� + 1)L�

L

s

@g

@q

!
Is
(t) = �R+ eL

!
Iq
(t) =

1

s
KNKe � (� + 1)L+

L

s

@g

@q

(21)

hIg(t)= (L�R)
t

0

e
�(t��) @g

@q
(s(�)� q(�))d�

+KNKe

t

0

e
�(t��) (s(�)� q(�))d�

hId(t)= �KNKe _qd(t)+
t

0

e
�(t��)

KNKe _qd(�)d�

�L
@g

@q
_qd(t)+(L�R)

t

0

e
�(t��) @g

@q
_qd(�)d�

+(L�R)e�tg (q(0)) :

(22)

In the above error system, it is obvious from the properties P1, P3–P6,
and A1–A4 that there exist bounded positive constants �qd, �Id such
that

khqd(t)k � �qd; khId(t)k � �Id (23)

and there exist bounded positive constants �qi, i = 1 . . . 4, �I1 and
scalar positive signals hqi(t), i = 1 . . . 4, hI1(t) such that

�
�1 khqg(t)k �

1

2
�0�qd�q1hq1(t)+

1

2
�0�qd�q2hq2(t)

+
1

2
�0�qd�q3hq3(t) + �q4hq4(t) (24)

khIg(t)k � �I1hI1(t) (25)

�q1 = �f ; �q2 =
2�f
"q

�q3 =
�f

"q
; �q4 = �m + �

g1
+ �f�d1

�I1 =(�` + �
r
)�

g1
+ kKNk�ke

(26)

_hq1(t) = �hq1(t)+ ��f
1

0�qd
ks(t)k2

_hq2(t) = �hq2(t)+ 2��f
"q

0�qd
ks(t)kkq(t)k

_hq3(t) = �hq3(t)+ ��f
"q

0�qd
kq(t)k2

_hq4(t) = �hq4(t)+�q4 ks(t)� q(t)k

_hI1(t) = �hI1(t)+ks(t)k+ kq(t)k

hqi =0; i = 1; 2; 3; hI1(0) = 0

(27)

where 0 is a positive design parameter, "q is a positive constant, and
these parameters are specified later.
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Fig. 1. Configuration of the closed-loop system using the proposed controller.

Based on the above error dynamics, the robust control law is then
synthesized by

�(t)=��siK
�1
N IF+RIFd(t)+Ke _qd(t)�

t

0

e
�(t��)

Ke _qd(� )d�

(28)

and the design parameters are given by the following form:

s = s10�
2 + s20� + s3� + s4

e = e1s + e20�
2 + e30� + e4� + e5

I = I1s + I2e + I3�
2 + 1

4
�`� + I4 + I5

1


(29)

where si, i = 1 . . . 4; ei, i = 1 . . . 5; Ii, i = 1 . . . 5 are positive
design parameters.
Theorem 1: In (28), the control law is expressed as the input to the

compensator. Based on the definition of �(t) in (4), the control low
(28) can be expressed as

u(t)=� �s�I s(t)+

t

0

s(�)d� �II(t)+�Ig(q)+Ke _qd(t)

�I = IK
�1
N +RK

�1
N : (30)

Proof: See Appendix II.
The configuration of the closed-loop system using the proposed con-

troller is shown in Fig. 1. The symbol p in Fig. 1 denotes the differential
operator. In Fig. 1, the gains s, e,I , and � are scalar, and matrices
Ke and �I are constant diagonal matrices. The configuration of the
controller is very simple, as compared with the regressor-based adap-
tive controllers.

C. Stability Analysis

Before describing the stability analysis of the closed-loop system,
the following lemma is required.
Lemma 1: Let us consider a nonnegative function V (t). It is as-

sumed that 0 is a fixed constant value, such that 0�qd � 2V (0). If
the derivative of V (t) satisfies

_V (t) � �V (t) +
1

0�qd
V (t)2 +

5�qd
4�2

(31)

then V (t) is uniformly bounded for any � > 5�10 , and satisfies the
relation

V (t) �
0�qd

2
: (32)

Proof: See Appendix III.
For stability analysis, we also need the following definitions:

"q = 3�m + �f + 4�b�d1 + 5 + �
2
q4: (33)

�!I1 = kKNk�ke + �
g1
�`

�vs1 =
(�m1 + 2�b)

2 + �2m1 + 2�2b
4

+
(�m1 + 4�b)

2 + 32�2b
8"q

+
2�2b
"2q

�qd

�vs2 =

3

i=1

�2qi�qd

2
; �vs3 = 3�m

�vs4 = �m1�d1 + 3�m + 8�b�d1 + 4�2q4 + 2�qd

�vs5 =
�2m1

4"q
+

2�2b
"2q

�qd

�vs6 = �m1�d1 + 4�b�d1 + 4�2q4 + 2�qd:

(34)

The stability of the closed-loop system described by (5), (6), (14),
(15), (28), and (29) is now stated by the following theorem.
Theorem 2: Let us consider the controller (15), (28), and (29) for

the robot manipulator (3) with initial values _q(0) = 0, I(0) = 0,
and g(q(0)) = 0. If the positive design parameters 0 and si, i =
1 . . . 4; ei, i = 1 . . . 5; Ii, i = 1 . . . 5 are fixed so that the following
inequalities are satisfied:

s1 �
1

�
kk

�vs1; s2 �
1

�
kk

�vs2

s3 �
1

�
kk

(�vs3 + �f + "q + 0:5�m)

s4 �
1

�
kk

(5 + �vs4)

(35)

e1 � 1 + 2�
kk
; e2 � �vs5; e3 � �vs2

e4 � 0:5�m; e5 � �vs6 + 1
(36)

I1 �
�2
kk

2�
kk

+
�2
kk

2
; I2 �

�2`
2
; I3 � 3�2`

I4 �
3

2
(�

r
+ �`)

2 +
3

2
�
2
` +

�2
r

2

I5 � 3�2!I1 + �
2
I1 + 2

�2Id
�qd

(37)

0 �
2

�qd
�m kq(0)k+

1

2
_q(0)

2

+
�m
4

_q(0)
2

+ "q kq(0)k
2

+�` kq(0)k+
�
kk

10
kg (q(0))k

2

: (38)

Then, the closed-loop system using the controller (15), (28), and (29)
becomes stable for any � such that

� � 2 and � > 5�10 : (39)

Moreover, there exists a positive constant � independent of the design
parameter � such that

kq(t)k2 � "
�1
q e

� t
V (0) +

�

"q�
: (40)
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Proof: Consider a positive definite function

V (t) = Vs(t) + V
s
(t) + Vq(t) + VI(t) + Vh(t) (41)

Vs(t) = s(t)TM(q)s(t); V
s
(t) = s(t)TM(q)s(t)

Vq(t) = "qq(t)
T q(t); VI(t) = IF (t)

TLIF (t)

Vh(t) =

4

i=1

hqi(t)
2 + hI1(t)

2

(42)

where "q is defined in (33).
It can be proved that the derivatives of Vs(t), Vs(t), Vq(t), VI(t),

and Vh(t) satisfy the following inequalities (see Appendix IV), where
relation �

m
= 1 has been used in the derivation of the following in-

equalities (43) and (46), and the relation �"q�2�2q4 � 0 has been used
in the derivation of the following inequality (45):

_Vs(t) + _V
s
(t)

� ��
kk
s ks(t)k

2 � (2e � s � 2�
kk
s) ks(t)k

2

+ (�vs10�
2 + �vs20� + �vs3� + �vs4) ks(t)k

2

+ (�vs50�
2 + �vs20� + �vs6) ks(t)k

2

+ (�m� + �m + 4�b�d1) kq(t)k
2

+
1

0�qd
Vs(t) + V

s
(t) + Vq(t)

2
+

3

i=1

hqi(t)
2

+
1

2
hq4(t)

2 +
�2
kk

�
kk

+ �2
kk

s IF (t)
2

+
1

�2
khqd(t)k

2

�qd
(43)

_VI(t) � �2I IF (t)
2

+ 6�2!I1 + 2�2I1 + 4
�2Id
�qd

1

2s

+ 3(�
r
+ �`)

2 + 3�2` + �2
r

+ 6�2`�
2 + �2`e IF (t)

2

+ ks(t)k2 + kq(t)k2 + (e + 1)ks(t)k2

+
1

2
hI1(t)

2 +
1

4�2
khId(t)k

2 �qd
�2Id

(44)

_Vq(t) � � "q� + 2�2q4 kqk2 + "q� � 2�2q4 ks(t)k2

+ 4�2q4q(t)
T s(t) (45)

_Vh(t) � �Vh(t)�

3

i=1

hqi(t)
2 �

1

2
hq4(t)

2 �
1

2
hI1(t)

2

+ 4 + 2�2q4 + �f� ks(t)k2

+ 4 + 2�2q4 +
�f�

2
kq(t)k2 � 4�2q4q(t)

T s(t)

+
2

0�qd
(Vs(t) + Vq(t))Vh(t): (46)

Since � � 2, it follows from (33) that

��"q = �
�

2
"q �

�

2
"q

� �
�

2
"q � �m +

�f
2

� � �m � 4�b�d1 � 5� �2q4: (47)

Considering inequalities (35)–(37) are satisfied, it is seen from
(43)–(47) that the following relation can be obtained:

_V (t) � �
�

2
Vs(t) + V

s
(t) + Vq(t) + VI(t) � Vh(t)

+
1

0�qd
V (t)2 +

1

�2
khqd(t)k

2

�qd
+

1

4�2
khId(t)k

2 �qd
�2Id

� � V (t) +
1

0�qd
V (t)2 +

1

�2
khqd(t)k

2

�qd

+
1

4�2
khId(t)k

2 �qd
�2Id

� � V (t) +
1

0�qd
V (t)2 +

5�qd
4�2

: (48)

The initial value V (0) does not increase with respect to � and s. Con-
sidering this fact, it is seen from (38) and (41) that 2V (0) � 0�qd is
assured for any � � 2 and s � (5=�

kk
). According to Lemma 1, it

is concluded from (48) and (39) that the closed-loop system is stable,
and 2V (t) � 0�qd. Analyzing the derivative of the positive definite
function Vc(t) = Vs(t) + V~s(t) + Vq(t) + VI(t) by using the fact
2V (t) � 0�qd, it is easy to ascertain from (43)–(45) that there exists
a positive constant �1 independent of the design parameter �

_Vc(t) � �
�

2
Vc(t) + �1: (49)

The relation (40) can be obtained from (49).
Remarks:

1) From Theorem 2, it can be concluded that the closed-loop system
using the proposed controller is robust stable while the inequal-
ities (35)–(39) are satisfied, and we can make kq(t)k2 arrive at
any small closed region with any convergent rate by setting the
design parameter �.

2) Especially in the case of V (0) = 0, from (40), it is seen that
the maximum value of kq(t)k can be arbitrarily reduced by in-
creasing the value of the design parameter �.

3) If a bounded disturbance c(t) exists in robot dynamics (3) as
M(q)�q(t)+B(q; _q) _q(t)+g(q) = KNI(t)+c(t). The changes
appear only in hqd(t) (19) as

hqd(t) = !sd(q; _qd; �qd) +

t

0

e�(t��)!hd(q; _qd)d�

+c(t)�

t

0

e�(t��)c(�)d�:

In the closed-loop system using the proposed controller, it can also
be shown that the tracking error q(t) converges to zero if the desired
trajectories qd(t) converge to constant ultimate values. To show this,
let us consider the new signal

hd(t) =
khqd(t)k

2

�qd
+
khId(t)k

2 �qd
4�2Id

: (50)
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Fig. 2. Two-link manipulator.

Fig. 3. Desired trajectory.

In the case of qd(t) converging to a constant vector, there exist bounded
positive constants d1, d2 such that

hd(t) � d2e
�d t: (51)

Using the relation above, it can be seen from Theorem 1 that the fol-
lowing corollary holds.
Corollary 1: Suppose qd(t) converges to a constant vector expo-

nentially. If the fixed design parameters 0, si, i = 1 . . . 4; ei,
i = 1 . . . 5; Ii, i = 1 . . . 5 satisfy (35)–(38), then the tracking error
converges to zero for any � satisfying (39).

Proof: It is obvious that Theorem 2 holds. Then, as stated in the
proof of Theorem 2, V (t) satisfies the relation V (t) � (1=2)0�qd.
According to the second inequality in (48), it can be seen that the fol-
lowing relation is satisfied:

_V (t) � �
1

2
V (t) +

hd(t)

�2
� �

1

2
V (t) +

d2
�2

e�d t: (52)

It is concluded immediately from the equation above that V (t) con-
verges to zero and the tracking error q(t) also converges to zero.

IV. SIMULATION EXAMPLE

In this simulation, the controller is designed for a two-link
robot manipulator, shown in Fig. 2. The nominal values of the
manipulator and actuator parameters are given as [22] l1 = 0:6 m,
m1 = 18:3 kg, lc1 = 0:37 m, I1 = 0:892 kg�m2, l2 = 1:02 m,
m2 = 28:5 kg, lc2 = 0:0:234 m, I2 = 3:29 kg�m2, me = 2 kg,
J1 = 7:91 kg�m2, J2 = 7:91 kg�m2, L1 = 5:2 � 103 V�s/A,
L2 = 5:2� 10�3 V�s/A, R1 = 2 
, R2 = 2 
, Ke1 = 21 V�s,
Ke2 = 21 V�s, KN1 = 28:8 V�s, KN2 = 28:8 V�s, where me

denotes the weight of the end-effector.
Let the uncertainty in robot dynamics be originated by the

weight of the end-effector varying in the range of 1–3 kg, and
electrical parameters be assumed to have �20% uncertainty. The
controller shown in Fig. 1 is applied to the electrically driven robot
manipulator with the true parameters that are given by me = 3 kg,

Fig. 4. Tracking error responses for � = 2; 4; 10 in the case of q(0) =
[5;�5] deg.

Fig. 5. Tracking error responses for � = 2; 4; 10 in the case of q(0) =
[0; 0] deg.

J1 = 9:492 kg� m2, J2 = 9:492 kg� m2, L1 = 6:24�10�3 V�s/A,
L2 = 6:24�10�3 V�s/A,R1 = 2:4 
,R2 = 2:4 
,Ke1 = 25:2V�s,
Ke2 = 25:2 V�s, KN1 = 34:56 V�s, KN2 = 34:56 V�s. The initial
values of the manipulator are _q1(0) = _q2(0) = 0, q1(0) = 65 deg,
q2(0) = �40 deg, and the initial value of the desired trajectories are
set as _qd1(0) = _qd2 = 0, qd1(0) = 60 deg, qd2(0) = �45 deg.
The desired trajectories of joint 1 and joint 2 are shown in
Fig. 3. It is noted that the desired trajectories converge to constant
ultimate values. The design parameters are set so as to satisfy the
inequalities in (35)–(38) and are given by 0 = 1:3, s1 = 6:3�10,
s2 = 1:5 � 10, s3 = 8:5 � 10, s4 = 2:1 � 102, e1 = 3:4,
e2 = 1:1� 10�1, e3 = 1:2 � 10, e4 = 3:1, e5 = 1:5� 102,
I1 = 1:7, I2 = 1:3�10�3, I3 = 7:6�10�3, I4 = 2:5�10�2,
I5 = 3:9 � 10�1, I6 = 2:1 � 104.
Fig. 4 shows trajectory tracking errors for joint 1. As shown in

Fig. 4, the tracking error converges to zero, and the convergent rate
becomes more rapid as the design parameter � becomes larger.
To show that kq(t)k2 can be arbitrarily reduced in the case of
V (0) = 0 in (40), tracking errors for joint 1 in the case of the initial
tracking error q(0) = 0 are shown in Fig. 5. It can be seen that
the maximum value of kq(t)k2 decreases as the design parameter
� increases. As shown in Figs. 4 and 5, it is concluded that
the tracking performance can be easily improved by using design
parameter �. We should mention that only joint 1 is illustrated
in the above and that the joint 2 is omitted to save space.

V. CONCLUSIONS

In this paper, a novel robust tracking controller is developed for elec-
trically driven robot manipulators. The main feature of the controller is
that themeasurements of joint velocities and calculation of the robot re-
gressor are not required. Its configuration is very simple. Moreover, by
theoretical analysis and numerical simulations, the proposed controller
has the following properties. Tracking performance can be easily im-
proved by setting only one design parameter. Especially in the case of
V (0) = 0, the maximum value of kq(t)k can be arbitrarily reduced
by increasing the value of the design parameter �. Even if unmodeled
bounded disturbances appear in robot dynamics, this property is still as-
sured. If desired trajectories converge to constant ultimate values, the
asymptotic stability of the tracking errors is assured.
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APPENDIX I
DERIVATION OF NEW REPRESENTATION

Substituting the symbol � for the symbol t in the first and second
equation of (3), and multiplying both sides by e�(t��), and then inte-
grating from 0 to t with respect to � , we obtain

t

0

e�(t��)�(�)d� +
t

0

e�(t��)g(�)d�

= KN

t

0

e�(t��)I(�)d�

t

0

e�(t��) L _I(�) +RI(�) +Ke _q(�) d�

=
t

0

e�(t��)u(�)d�

(53)

where

�(t) = M(q)�q(t) +B(q; _q) _q(t): (54)

Differentiating both sides of (53), we have the new representation of
electrically driven robot manipulators as (5)–(7). Here, the relations
_q(0) = 0, I(0) = 0 g(q(0)) = 0, and the following relations are used
to derive the new representation:

d

dt

t

0

e�(t��)g (q(�))d�

=
d

dt
g(q)� e�tg (q(0))�

t

0

e�(t��)
@g

@q
_q(�)d�

= e�tg (q(0)) +

t

0

e�(t��)
@g

@q
_q(�)d� (55)

t

0

e�(t��)M (q(�)) �q(�)d�

= M(q) _q(t)� e�tM (q(0)) _q(0)

�

t

0

e�(t��) M (q(�)) _q(�)+ _M (q(�)) _q(�) d� (56)

d

dt

t

0

e�(t��)I(�)d�

= IF (t) (57)

d

dt

t

0

e�(t��) _I(�)d� =
d

dt
IF (t)� e�tI(0) = _IF (t) + e�tI(0)

(58)

d

dt

t

0

e�(t��)u(�)d�

=
d

dt

t

0

e�(t��)�(� )d� +

t

0

e�(t��)
�

0

�(�)d�dt

=
d

dt

t

0

e�(t��)�(�)d� +

t

0

�(� )d�

�

t

0

e�(t��)�(�)d� = �(t): (59)

APPENDIX II
PROOF OF THEOREM 1

Let the signal �(t) be given by

�(t) = �(t)�

t

0

e�(t��)�(�)d�: (60)

Using the integration by parts, it is easily ascertain that the following
relation holds:

t

0

e��
�

0

e��(�)d�d� = �

t

0

e�(t��)�(�)d� +

t

0

�(�)d�: (61)

From (60) and (61), it follows that:

�(t) +

t

0

�(�)d�

= �(t)�

t

0

e�(t��)�(�)d� +

t

0

�(�)d�

t

0

e��
�

0

e��(�)d�d�

= �(t): (62)

Using the fact that the signal �(t) given by (60) satisfies (62), it can
be seen from (4), the third equation in (7), (14), (16), and (28) that the
expression (30) is derived.

APPENDIX III
PROOF OF LEMMA 1

The roots of the equation

�V (t) +
1

0�qd
V (t)2 +

5�qd
4�2

= 0 (63)

are given by

D
�

=
 �

2
1� 1� 5��2�10

D+ =
 �

2
1 + 1� 5��2�10

: (64)

It can be seen that there are two different real roots for any

� > 5�10 . From this fact, it follows that the following inequality
holds:

�V (t) +
1

0�qd
V (t)2 +

5�qd
4�2

� 0; for V (t) 2 [D
�

; D+]: (65)

Using the fact, it can be proved as stated below that the following prop-
erties hold:

1) in the case where V (0) � D
�

, V (t) remains in the region
V (t) � D

�

;
2) in the case where D

�

< V (0) < D+, V (t) remains in the
region V (t) � V (0).

It is assumed in Lemma 1 that V (0) � (1=2)0�qd < D+. IfD� <
V (0) < D+, from 2) it follows that V (t) � V (0) � (1=2)0�qd. If
V (0) � D

�

, from 1) it follows that V (t) � D
�

< (1=2)0�qd. From
the facts, it immediately follows that Lemma 1 holds.

1) Now, let us suppose that there is t2 > 0, such that V (t2) = �D >
D
�

. Since V (0) � D
�

, there is a t1 2 [0; t2) such that

V (t1) = D
�

; D
�

< V (t) � �D; for t 2 (t1; t2]: (66)
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However, integrating both sides of (31) from t1 to t2, it is seen from
(65) that the following inequality is satisfied:

V (t2) � V (t1) +

t

t

�V (t) +
1

0�qd
V (t)2 +

4�qd
5�2

dt � D
�

:

(67)

The relation above contradicts supposition (66). Consequently, V (t) �
D
�

holds.
2) From (65) it can be seen that V (t) does not increase while V (t) 2

[D
�

; D+]. Additionally, from the fact that if property 1) holds, it is
obvious that property 2) also holds.

APPENDIX IV
DERIVATION OF (43)–(46)

Based on the definition of �
m
, we can simply take it as �

m
= 1. In

this case, the relations 2ka(t)kks(t)k � �
m
ka(t)k2 + ks(t)k2�

m
�

ka(t)k2 + Vs(t), and 2ka(t)kks(t)k � �
m
ka(t)k2 + ks(t)k2�

m
�

ka(t)k2 + V
s
(t) can be established for any signal a(t). The following

analysis is performed by using the above relations.
1) It can be seen from (42), (23), and (24) that the following inequal-

ities hold:

(�m1 + 2�b)� ks(t)k
3

�
(�m1+2�b)

2�qd

4
0�

2 ks(t)k2+
1

0�qd
Vs(t)

2

(�m1 + 4�b)� ks(t)k
2 kq(t)k

�
(�m1+4�b)

2�qd

8"q
0�

2 ks(t)k2+
2

0�qd
Vs(t)Vq(t)

2�b� ks(t)kkq(t)k
2

�
2�2b�qd
"2q

0�
2 ks(t)k2+

1

20�qd
Vq(t)

2

2(�m� + �m + 2�b�d1) ks(t)kkq(t)k

�(�m� + �m + 2�b�d1) ks(t)k2 + kq(t)k2

2��1 khqd(t)kks(t)k

�2�qd ks(t)k
2+

1

2�2
khqd(t)k

2

�qd

2�
kk
s IF (t) ks(t)k

��
kk
s ks(t)k

2+
�2
kk

�
kk

s IF (t)
2

2��1 khqg(t)kks(t)k

�

3

i=1

�2qi�qd

2
0� + 4�2q4 ks(t)k2

+
1

2

3

i=1

hqi(t)
2 +

1

4
hq4(t)

2

(68)

�m1� ks(t)kks(t)k
2

�
�2m1�qd

4
0�

2 ks(t)k2 +
1

0�qd
V
s
(t)2

�m1� kq(t)kks(t)k
2

�
�2m1�qd

4"q
0�

2 ks(t)k2 +
1

0�qd
V
s
(t)Vq(t)

2�b� ks(t)k
2 ks(t)k

�
�2b�qd

2
0�

2 ks(t)k2 +
2

0�qd
Vs(t)Vs(t)

4�b� ks(t)kks(t)kkq(t)k

�
4�2b�qd
"q

0�
2 ks(t)k2 +

1

0�qd
V
s
(t)Vq(t)

2�b� ks(t)kkq(t)k
2

�
2�2b�qd
"2q

0�
2 ks(t)k2 +

1

20�qd
Vq(t)

2

4�b�d1 ks(t)k (ks(t)k+ kq(t)k)

� 4�b�d1 ks(t)k
2 + 2�b�d1 ks(t)k

2

+ 2�b�d1 kq(t)k
2

2�
kk
s IF (t) ks(t)k

� s ks(t)k
2 + �

2

kk
s IF (t)

2

2��1 khqd(t)kks(t)k

� 2�qd ks(t)k
2 +

1

2�2
khqd(t)k

2

�qd

2��1 khqg(t)kks(t)k

�

3

i=1

�2qi�qd

2
0� + 4�2q4 ks(t)k2

+
1

2

3

i=1

hqi(t)
2 +

1

4
hq4(t)

2

: (69)

It can be seen from (68), (69), (17), and (18) that Vs(t)+V
s
(t) satisfies

(43).
2) There exist upper bounds with respect to signals !I(t), !Is

(t),
and !

Iq
(t) in (21) as follows:

k!Is(t)k �
�


+ �`� + �

r
+ �`

!
Is
(t) � e�` + �

r

!
Iq
(t) �

�


+ �`� + �`

(70)
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where �!I1 = kKNk�ke + �
g1
�`. It is seen from (23), (25), and (70)

that the following inequalities hold:

2 IF (t) k!Is(t)kks(t)k

� ks(t)k2

+
3

2s
�
2

!I1 + 3�2`�
2 + 3(�

r
+ �`)

2
IF (t)

2

2 IF (t) !
Is
(t) ks(t)k

� (e + 1) ks(t)k2 + �
2

`e + �
2

r
IF (t)

2

2 IF (t) !
Iq
(t) kq(t)k

� kq(t)k2 +
3

2s
�
2

!I1 + 3�2`�
2 + 3�2` IF (t)

2

2

s
hIq(t)kIF (t)

�
1

2
hI1(t)

2 +
2

2s
�
2

I1 IF (t)
2

2

�s
khId(t)k IF (t)

�
4�2Id
�qd

2
s

IF (t)
2

+
1

4�2
khId(t)k

2
�qd

�2Id
:

(71)

It can be seen from (20), (28), and (71) thatVI(t) satisfies the inequality
(44).

3) Since �" � 2�2q4 � 0, the following relation holds:

2 �"q�2�
2

q4 s(t)T q(t) � �"q�2�
2

q4 ks(t)k2+kq(t)k2 :

(72)
Using the relation above, the inequality (45) is obtained.

4) Using the relations

2 ��f
1

0�qd
ks(t)k2 hq1(t)

�
�f

2
� ks(t)k2+

2

0�qd
Vs(t)hq1(t)

2

2 ��f
"q

0�qd
ks(t)kkq(t)khq2(t)

�
�f

2
� ks(t)k2+

2

0�qd
Vq(t)hq2(t)

2

2 ��f
"q

0�qd
kq(t)k2 hq3(t)

�
�f

2
� kq(t)k2+

2

0�qd
Vq(t)hq3(t)

2

2�q4 ks(t)� q(t)khq4(t)

�
1

2
hq4(t)

2+2�2q4 ks(t)k2 � 2s(t)Tq(t)+kq(t)k2

2 (ks(t)k+kq(t)k)hI1(t)

�
1

2
hI1(t)

2+4 ks(t)k2+4 kq(t)k2

(73)

it can be seen from (27) that Vh(t) satisfies the inequality (46).

REFERENCES

[1] M. C. Good, L. M. Sweet, and K. L. Strobel, “Dynamic models for con-
trol system design of integrated robot and drive systems,” J. Dynam.
Syst., Meas., Contr., vol. 107, pp. 53–59, 1985.

[2] D. G. Taylor, “Composite control of direct-drive robots,” in Proc. IEEE
Conf. Decision and Control, 1989, pp. 1670–1675.

[3] T.-J. Tarn, A. K. Bejczy, X. Yun, and Z. Li, “Effect of motor dynamics
on nonlinear feedback robot arm control,” IEEE Trans. Robot. Automat.,
vol. 7, pp. 114–122, Feb. 1991.

[4] D. M. Dawson, Z. Qu, and J. J. Carroll, “Tracking control of rigid-link
electrically driven robot manipulators,” Int. J. Contr., vol. 56-5, pp.
991–1006, 1992.

[5] M. S. Mahmoud, “Robust control of robot arms including motor dy-
namics,” Int. J. Contr., vol. 58-4, pp. 853–873, 1993.

[6] M. M. Bridges, D. M. Dawson, and X. Gao, “Adaptive control of
rigid-link electrically-driven robot,” in Proc. IEEE Conf. Decision and
Control, 1993, pp. 159–165.

[7] R. Guenther and L. Hsu, “Variable structure adaptive cascade control of
rigid-link electrically-driven robot manipulators,” in Proc. IEEE Conf.
Decision and Control, 1993, pp. 2137–2142.

[8] R. Colbaugh and K. Glass, “Adaptive regulation of rigid-link electri-
cally-driven manipulators,” in Proc. IEEE Int. Conf. Robotics and Au-
tomation, 1995, pp. 293–299.

[9] C.-Y. Su and Y. Stepanenko, “Hybrid adaptive/robust motion control of
rigid-link electrically-driven robot manipulators,” IEEE Trans. Robot.
Automat., vol. 11, pp. 426–432, June 1995.

[10] , “On the robust control of robot manipulators including actuator
dynamics,” J. Robot. Syst., vol. 13, pp. 1–10, 1996.

[11] M. M. Bridges, D. M. Dawson, and J. Hu, “Adaptive control for a class
of direct-drive robot manipulators,” Int. J. Adaptive Control, Signal Pro-
cessing, vol. 10, pp. 417–441, 1996.

[12] R. Colbaugh, K. Glass, and K.Wedeward, “Adaptive compliance control
of electrically-driven manipulators,” in Proc. IEEE Conf. Decision and
Control, 1996, pp. 394–399.

[13] C.-Y. Su and Y. Stepanenko, “Backstepping-based hybrid adaptive
control of robot manipulators incorporating actuator dynamics,” Int. J.
Adaptive Control, Signal Processing, vol. 11, pp. 141–153, 1997.

[14] C. Ishii, T. Shen, and Z. Qu, “Robust adaptive tracking control with
L -gain disturbance attenuation for electrically-driven robot manipula-
tors,” in Proc. IEEE Conf. Decision and Control, 1999, pp. 3388–3393.

[15] C. Ishii, S. Shen, and Z. Qu, “Lyapunov recursive design of robust
tracking control with L -gain performance for electrically-driven robot
manipulators,” in Proc. IEEE Conf. Control Applications, 1999, pp.
863–868.

[16] R. Klafterm, T. Chmielewski, and M. Negin, Robotic Engineering: An
Integrated Approach. Englewood Cliffs, NJ: Prentice-Hall, 1989.

[17] T. Burg, D. Dawson, J. Hu, and M. de Queiroz, “An adaptive partial
state-feedback controller for RLED robot manipulators,” IEEE Trans.
Automat. Contr., vol. 41, pp. 1024–1030, July 1996.

[18] C.-Y. Su and Y. Stepanenko, “Redesign of hybrid adaptive/robust mo-
tion control of rigid-link electrically-driven robot manipulators,” IEEE
Trans. Robot. Automat., vol. 14, pp. 651–655, Aug. 1998.

[19] P. Tomei, “Adaptive PD controller for robot manipulators,” IEEE Trans.
Robot. Automat., vol. 7, pp. 565–570, June 1991.

[20] C. Canudas de Wit, B. Siciliano, and G. Bastin, Theory of Robot Con-
trol. New York: Springer-Verlag, 1996.

[21] R. Kelly, “Global positioning of robot manipulators via PD control plus
a class of nonlinear integral action,” IEEE Trans. Automat. Contr., vol.
43, pp. 934–938, Aug. 1998.

[22] Y. Stepanenko, C.-Y. Su, and S. Tang, “Robust controller design and im-
plementation for industrial robots: Electrically driven rigid body robots,”
in Proc. American Control Conf., 1998, pp. 2206–2208.


