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Abstract—Build systems orchestrate how human-readable source code is translated into executable programs. In a software project, source code changes can induce changes in the build system (aka. build co-changes). It is difficult for developers to identify when build co-changes are necessary due to the complexity of build systems. Prediction of build co-changes works well if there is a sufficient amount of training data to build a model. However, in practice, for new projects, there exists a limited number of changes. Using training data from other projects to predict the build co-changes in a new project can help improve the performance of the build co-change prediction. We refer to this problem as cross-project build co-change prediction.

In this paper, we propose CroBuild, a novel cross-project build co-change prediction approach that iteratively learns new classifiers. CroBuild constructs an ensemble of classifiers by iteratively building classifiers and assigning them weights according to its prediction error rate. Given that only a small proportion of code changes are build co-changing, we also propose an imbalance-aware approach that learns a threshold boundary between those code changes that are build co-changing and those that are not in order to construct classifiers in each iteration. To examine the benefits of CroBuild, we perform experiments on 4 large datasets including Mozilla, Eclipse-core, Lucene, and Jazz, comprising a total of 50,884 changes. On average, across the 4 datasets, CroBuild achieves a F1-score of up to 0.408. We also compare CroBuild with other approaches such as a basic model, AdaBoost proposed by Freund et al., and TrAdaBoost proposed by Dai et al.. On average, across the 4 datasets, the CroBuild approach yields an improvement in F1-scores of 41.54%, 36.63%, and 36.97% over the basic model, AdaBoost, and TrAdaBoost, respectively.
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I. INTRODUCTION

The build system is an indispensable component in a software system, which compiles source code, libraries and other data into executable programs by executing various compilers and other tools [1]. Build systems are complex, often describing how to assemble numerous software configuration [2] that are specified using hundreds of build files (e.g., Makefile or ant files) [3]. A prior study found that build maintenance increases software development costs by an additional 12%-36% [4].

When a software project evolves, its source code is often changed to add new features, refactor its structure, and fix bugs. Previous studies have shown that source code and build system tend to co-evolve [5]. [6], i.e., source code change[1] will induce changes in the build system (aka. build co-changes), and vice versa. Furthermore, developers have difficulty identifying the code changes that require build co-changes, which can cause build breakages that can slow the release process down [7]–[9]. For example, Seo et al. found that 29.7% and 37.4% of builds triggered by Java and C++ developers at Google on their local copies of the projects are broken, mainly due to neglected build maintenance [7].

To help developers identify build co-changes, our prior work trained classifiers that predict whether or not a source code change will be build co-changing [10]. However, to achieve high performance, these classifiers must be trained using a large amount of historical data that new projects may not have accrued yet. Fortunately, there are many long-lived software projects that have collected a plethora of historical data. Hence, we propose cross-project build co-change prediction, i.e., the use of training data from other projects (aka. source projects) to predict the build co-changes in a particular project of interest (aka. target project) to improve the performance of build co-change prediction in projects in the initial development phases.

Cross-project build co-change prediction is a challenging task for two main reasons. First, a classifier that is trained on source projects might not generalize to other target projects, due to the difference in the domains of the source and target projects. Indeed, one must build a classifier that captures generalizable properties of build co-changes, while discarding domain-specific properties that may not apply for a target project. Second, there is an imbalanced distribution of source code changes that are build co-changing and those that are not. For example, only 16.5%, 16.5%, 8.3%, and 10.2% of the source code changes in Eclipse-core, Jazz, Lucene, and Mozilla projects are build co-changes, respectively. We refer to this phenomenon as the class imbalance phenomenon [11].

In this paper, we propose CroBuild, a cross-project build co-change prediction approach that addresses the above challenges by iteratively building an ensemble of imbalanced classifiers. To address the challenge of generalizability, CroBuild is a transfer learning approach [12] that transfers the knowledge from source projects to the target projects. To that end, CroBuild operates in a setting where there are numerous historical code changes available in a source project, and limited historical code changes available in a target project.

1In this paper, we consider a source code change as a commit to a version control system.
We refer to this limited amount of historical data in the target project as target training data. To address the class imbalance challenge, in each iteration, a new classifier is trained and an effective decision boundary is learned. In a nutshell, CroBuild searches for an effective classifier threshold that maximizes F1-scores achieved in the training target data.

To evaluate CroBuild, we perform experiments on the large Mozilla, Eclipse-core, Lucene, and Jazz datasets containing a total of 50,884 changes. We measure the performance of the approaches in terms of F1-score and AUC values. On average, across the 4 datasets, CroBuild achieves a F1-score and AUC values to 0.408 and 0.738. We also compare CroBuild to other approaches such as a basic model, AdaBoost proposed by Freund et al. [13], and TrAdaBoost proposed by Dai et al. [14]. On average, across the 4 datasets, CroBuild improves F1-score and AUC values of basic model by 41.54% and 3.97%, of AdaBoost by 36.63% and 12.12%, of TrAdaBoost by 36.97% and 14.16%, respectively.

The main contributions of this paper are:

- We propose the problem of cross-project build co-change prediction. To the best of our knowledge, this is the first time the problem is proposed and studied. Also, considering the challenges in cross-project prediction, we propose a novel cross-project build co-change prediction approach named CroBuild, which iteratively learns new classifiers and good decision boundaries in each iterations.
- We evaluate our approach with other state-of-the-art approaches such as AdaBoost, and TrAdaBoost on 4 datasets containing a total of 50,884 instances. The experiment results show that our approach can achieve a substantial improvement over these baseline approaches.

Paper organization. The remainder of the paper is organized as follows. Section II provides the technical motivation for the problem of cross-project build co-change prediction. Section III describes the CroBuild architecture. Section IV details the CroBuild technique. Section V presents the results of our comparative evaluation of CroBuild. Section VI discusses the limitations of CroBuild and threats to the validity of our evaluation. Section VII surveys the related work. Finally, Section VIII concludes the paper.

II. TECHNICAL MOTIVATION

New projects will have limited historical data. Yet plenty of data is available in other projects. We can leverage the limited data in a target project and also other data from other projects to help predict the build co-changes in the target project. Thus, the need of our CroBuild approach relies on findings of the following 2 investigations:

Investigation 1: Can a prediction model built on a small number of changes (e.g., 5%) achieve similar performance as a prediction model built on a large number of changes (e.g., 90%)?

Table I presents the precision, recall, F1-score, and AUC values for the prediction model built on the 5%, 50%, and 90% number of changes in Mozilla.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>0.657</td>
<td>0.478</td>
<td>0.554</td>
<td>0.793</td>
</tr>
<tr>
<td>50%</td>
<td>0.776</td>
<td>0.351</td>
<td>0.644</td>
<td>0.874</td>
</tr>
<tr>
<td>90%</td>
<td>0.388</td>
<td>0.564</td>
<td>0.658</td>
<td>0.866</td>
</tr>
</tbody>
</table>

Table II presents the precision, recall, F1-score, and AUC values for the prediction model built on the Eclipse-core, Jazz, and Lucene.

<table>
<thead>
<tr>
<th>Source =&gt; Target</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eclipse =&gt; Mozilla</td>
<td>0.434</td>
<td>0.377</td>
<td>0.402</td>
<td>0.790</td>
</tr>
<tr>
<td>Jazz =&gt; Mozilla</td>
<td>0.393</td>
<td>0.134</td>
<td>0.200</td>
<td>0.693</td>
</tr>
<tr>
<td>Lucene =&gt; Mozilla</td>
<td>0.481</td>
<td>0.173</td>
<td>0.254</td>
<td>0.779</td>
</tr>
</tbody>
</table>

Approach. To perform Investigation 1, we first randomly select 5% of the changes from Mozilla, and build a classifier based on the selected changes. Then, we apply the classifier to predict build co-changes using the remaining 95% of the changes. We repeat the process 100 times, and record the average precision, recall, F1-score, and AUC values. We repeat the same process with 50% and 90% of the number of changes being used as training data. The reason we train with 5%, 50%, and 90% of the number of changes is to examine whether the performance of prediction models differs when learning from small (i.e., 5%), medium (i.e., 50%), or large (i.e., 90%) amount of changes. To align with the prior work by McIntosh et al. [10], we use the random forest algorithm [15] to build our classifiers.

Results. Table I presents the precision, recall, F1-score, and AUC values of prediction models built using 5%, 50%, and 90% of the number of changes in Mozilla. We observe that a prediction model built on a small number of training data achieves lower performance compared to a model built on a large training data. In Table I the F1-score and AUC values for the classifier built on 5% of the number of changes are only 0.554 and 0.793 respectively, while those values for the classifier built on 90% of the number of changes are 0.658 and 0.868 respectively.

Investigation 2: Can a prediction model built on change data from other projects be used to effectively predict build co-changes of a new project?

Approach. To perform Investigation 2, we select the Mozilla project as the target project, and Eclipse-core, Jazz, and Lucene as the source projects. The domains of these 4 projects are different (i.e., they provide different functionalities). We first build 3 classifiers by using the change data in Eclipse-core, Lucene, and Jazz, respectively. Then, we apply the 3 classifiers to predict the build co-changes in Mozilla. Similar to Investigation 1, we also record the precision, recall, F1-score, and AUC values.

Results. Table II presents the precision, recall, F1-score, and AUC values for the prediction models built on Eclipse-core, Jazz, and Lucene, respectively. We observe that the prediction models do not work well to predict build co-changes in the target project. In Table II the F1-scores for models built on Eclipse-core, Jazz, and Lucene are 0.377, 0.200, and 0.254, respectively, which is much lower than the prediction model built on Mozilla’s own data.
**Investigation Summary.** The above preliminary experiments show that a build co-change classifier built using insufficient data (Investigation 1), or built using the data from another project (Investigation 2) do not perform well. In practice, new projects will not have accrued sufficient data to train a high performance build co-change classifier. To address these challenges, we need to maximize on the value of the limited data that may be available in the target project by combining it data available from other projects. However, the external data will need to be carefully processed in order to retain generalizable features of build co-changes while discarding the project-specific ones. Thus, in this paper, we propose CroBuild, which considers both the limited data in the target projects and data in the source projects. Furthermore, CroBuild bridges the domain difference between source projects and the target project by building an ensemble of classifiers.

## III. CroBuild Architecture

Figure 1 presents the architecture of CroBuild, which contains two phases: a model building phase and a prediction phase. In the model building phase, our goal is to build a cross-project build co-change prediction model learned from instances in a source project and the training target data (i.e., 5% changes from the target project that are labeled as build or non-build). In the prediction phase, we apply this model to predict if a new change in the target project is a build co-change or not.

Our framework takes as inputs instances (i.e., changes) from a source project with known labels (i.e., build or non-build). Moreover, it also needs a small number of labeled instances from the target project (i.e., 5% of the instances). Note that the labels of these instances can be automatically decided by mining project historical data (e.g., checking whether changes contain modifications of build files). Next, it extracts various metrics from instances in the source project and the training target data (Step 1). Table III shows the metrics we collected that are also used by McIntosh et al. [10]. Notice that we extract the same metrics from the source project and the target project. Then, our framework builds a cross-project build co-change prediction model based on the metrics from the source project and the training target data (Step 2). The model is a machine learning classifier which assigns labels (in our case: build or non-build) to an instance (in our case: a change) based on its metrics.

After the model is constructed, in the prediction phase it is then used to predict whether an unlabeled instance (i.e., change) in the target project is a build co-change or not. For each such instances, we first extract the same metrics as those extracted in the model building step (Step 3). We then input the values of these metrics into the model (Step 4). It outputs the prediction result, which is one of the following labels: build or non-build (Step 5).

## IV. Our Proposed Approach

In this section, we present the details of CroBuild. CroBuild has two types of projects, source projects $S$ and target projects $T$. The source project contains many instances, and an instance corresponds to a change. Each instance has two parts: a set of metrics $x$ and a label $y$, which corresponds to whether a change is a build or non-build co-change ($y = 1$ represents build, $y = 0$ represents non-build). For unlabeled instances in the target project $T$, the goal of CroBuild is to predict the labels of the instances by using the model trained using instances in the source project $S$ and a small number of instances from the target project whose labels are known (aka. training target data) $T_t$. In the following sections, we first propose our imbalanced classifier approach that is used as the underlying classifier of CroBuild in Section IV-A. Next, we propose CroBuild, which learns an ensemble of imbalanced classifiers to bridge the domain differences between the source projects and the target project in Section IV-B.

### A. Imbalanced Classifier

In this work, we are interested in identifying build co-changes, and follow the prior work [10], [16], [17], we use random forest [15] to construct a classifier. In the model building phase, random forest constructs a number of decision trees by using instances in the training set. To predict the label for a new change, random forest inputs the instance into sets of decision trees, and predicts the label of the instance based on the majority voting of the outputs of the set of decision trees.

The output of random forest is a likelihood score between 0 and 1 that denotes the confidence that the instance is a build co-change. Then, the user determines a threshold that she/he will consider a change as being a build co-change. By default, a threshold of 0.5 is used. This means that if a change has a

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>new_src</td>
<td>Number of source code files added in a change.</td>
</tr>
<tr>
<td>new_test</td>
<td>Number of test files added in a change.</td>
</tr>
<tr>
<td>del_src</td>
<td>Number of source code files deleted in a change.</td>
</tr>
<tr>
<td>del_test</td>
<td>Number of test files deleted in a change.</td>
</tr>
<tr>
<td>num_del</td>
<td>Number of source code files deleted in a change.</td>
</tr>
<tr>
<td>num_mod</td>
<td>Number of source code files modified in a change.</td>
</tr>
<tr>
<td>num_num</td>
<td>Number of test files renamed in a change.</td>
</tr>
<tr>
<td>num_mod</td>
<td>Number of source code files renamed in a change.</td>
</tr>
<tr>
<td>num_def</td>
<td>Number of times that #ifndef/ifdef preprocessor directives were added or removed</td>
</tr>
<tr>
<td>num_dependencies</td>
<td>Number of dependencies added/removed on other code through #include preprocessor directives for C++ code or import statements in Java code.</td>
</tr>
<tr>
<td>prior_build_changes*</td>
<td>For each source and test file involved in a change, the maximum proportions of prior changes that were build co-changes.</td>
</tr>
<tr>
<td>num_files*</td>
<td>The number of source and test files that are involved in a change.</td>
</tr>
</tbody>
</table>

*In Jazz, these 3 metrics are not collected due to privacy concerns.
likelihood score of 50% or higher, then it is considered a build co-change, otherwise it is not.

In our collected data, we notice that the distribution of build and non-build co-changes is skewed. Only 16.5%, 16.5%, 8.3%, and 10.2% of the source code changes in Eclipse-core, Jazz, Lucene, and Mozilla projects respectively are build co-changes. Due to the class imbalance phenomenon, a random forest classifier would be prone to predict a change as a non-build co-change if we set the threshold to 0.5. Hence, we need to automatically determine a good threshold value. Also, the threshold value can be different for different datasets and the value of the threshold affects the performance of the prediction models [18].

Algorithm 1 Pseudocode of Our Imbalanced Classifier.

1: **EstimateThreshold**($S, T_t$)
2: **Input:**
3: $S$: Source Project
4: $T_t$: Training Target Data
5: **Output:** threshold
6: **Method:**
7: Built a random forest classifier $Cla$ on $S$;
8: for all change $c$ in $T_t$ do
9:   Compute the likelihood score of $c$ to be a build co-change by using $Cla$;
10: end for
11: for all threshold from 0 to 1, every time increase threshold by 0.01 do
12:   Predict the labels of changes in $T_t$ according to Equation (1);
13:   Compute the F1-score on $T_t$;
14: end for
15: **Return** threshold which maximizes the F1-score for changes in $T_t$

Due to the class imbalance phenomenon and the importance of the threshold, we propose Algorithm [1] that automatically estimates a good threshold value in the model building phase. Our algorithm takes as input historical instances in the source project $S$ and training target data $T_t$. It then builds a classifier on $S$ (Line 7), and for each change $c$ in $T_t$, it computes $c$’s likelihood score to be a build co-change, i.e., $Score_{build}(c)$ (Lines 8-10). Finally, to tune a good threshold value, it gradually increases the threshold value from 0 to 1 (every time increasing the threshold by 0.01), and for each change $c$ in $T_t$, it predicts its label using the following equation:

$$\text{Predict}(c) = \begin{cases} 
\text{Build}, & \text{if } Score_{build}(c) \geq \text{threshold} \\
\text{Non-Build}, & \text{otherwise}
\end{cases}$$

Finally, we output a threshold which maximizes the F1-score for changes in $T_t$ (Lines 11-15).

B. CroBuild: An Ensemble Learning Approach

Imbalance classifiers can help to deal with the class imbalance phenomenon. However, in cross-project build change prediction, we face another challenge: a prediction model that is trained on a source project might not generalize to another target project due to the differences in the domains of the source and the target project. To address this challenge, we adapt AdaBoost [13], which is one of the most popular and widely used ensemble learning algorithms in the machine learning literature.

AdaBoost iterates a number of times and builds a classifier for each iteration. In each iteration, it assigns a weight to the classifier according to its prediction error rate, and also assigns weights to the instances in the training set depending on whether the instances are correctly classified or not. CroBuild follows the principle of AdaBoost to generate the ensemble of classifiers. However, there are several differences between CroBuild and AdaBoost: (1) AdaBoost is designed for traditional supervised learning, while our approach is designed for transfer learning [12], where we transfer the knowledge from source project to the target project. (2) To adapt AdaBoost for transfer learning, we modify the way AdaBoost [13] assigns weights to the classifiers and the instances in each iteration. In AdaBoost, the instances are from the same project, however, in CroBuild we have instances from a source project and from training target data. CroBuild adjusts the weights of instances from the source project differently from those from the training target data. In general, CroBuild assigns higher weights for the wrongly classified instances in the training target data, compared to the weights assigned to the wrongly classified instances in the source projects. Also, during the iterations, CroBuild focuses on minimizing prediction errors on instances in the training target data, while AdaBoost tries to minimize prediction errors on all training instances.

The details of CroBuild are as follows. For each iteration $k$, we build an imbalance classifier $Cla_k$ according to the data distributions in $S$ and $T_t$. Next, we assign different weights to the data instances in $S$ and $T_t$. For the instances that $Cla_k$ predicts correctly, we assign low weights, and for the instances that $Cla_k$ predicts wrongly, we assign high weights. We have different strategies in assigning weights to instances in training target data and those in the source project, since our goal is to minimize errors on instances in the training target data. In the next iteration ($k+1$), since different data instances have different weights, $Cla_k$ would prioritize data instances with higher weights. At the end of iteration $k$, we also assign a weight to $Cla_k$ according to its prediction error rate $\epsilon_k$ on instances in the training target data $T_t$. $\epsilon_k$ is computed based on instances in $T_t$ that are wrongly classified by $Cla_k$. We denote the $i^{th}$ instance in $T_t$ as $(x_{Ti}, y_{Ti})$, where $x_{Ti}$ denotes the set of metrics and $y_{Ti}$ denotes the label (i.e., build or non-build) of the $i^{th}$ instance. Its weight is denoted as $w_{Ti}$. The prediction error rate is computed as follows:

$$\epsilon_k = \frac{\sum_{i=1}^{|T_t|} w_{Ti} |Cla_k(x_{Ti}) - y_{Ti}|}{\sum_{j=1}^{|T_t|} w_{Tj}}$$

In the above equation, $Cla_k(x)$ denotes the predicted label for an unlabeled instance, with a set of metrics $x$ using the classifier $Cla_k$. For example, consider 3 instances with weights 0.2, 0.3, and 0.5, and labels 1, 0, and 1. After we run the imbalance classifier $Cla_k$, the predicted labels are 1, 1, and 0. Then, the error rate for $Cla_k$ would be:

$$\epsilon(k) = \frac{0.2 \times |1 - 1| + 0.3 \times |0 - 1| + 0.5 \times |1 - 0|}{0.2 + 0.3 + 0.5} = 0.8$$

At the end of the $K$ iterations, we have a total of $K$ imbalance classifiers, and each imbalance classifier has a weight. We refer to the combination of these $K$ classifiers as an ensemble classifier. For a new instance in the target project, we input it
into the ensemble classifier, and the ensemble classifier would output a predicted label.

Algorithm 2 presents the detailed steps of CroBuild. We denote the \( i \)-th instance in the source project as \( \{x^S_i, y^S_i\} \) where \( x^S_i \) is the set of metrics of the \( i \)-th instance and \( y^S_i \) is its label. Moreover, we denote the weight of the \( i \)-th instance in \( S \) as \( w^S_i \), and the weight of the \( i \)-th instance in the training target data \( T_t \) as \( w^T_t \).

CroBuild first computes the total number of instances in \( S \) and \( T_t \) (\( n \)) (Line 8). Then, it initializes the source project factor \( (\beta_s) \) which would be used to reassign weights of instances in source projects (Line 9). We initialize the source project factor following the approach by Dai et al. [14]. Next, it initializes the weights of the instances in \( S \) and \( T_t \) (Line 10). After these initializations, we iterate \( K \) times and build \( K \) imbalanced classifiers to get the ensemble classifier. For each iteration \( k \), we first normalize the weights of all instances following AdaBoost [13] (Line 12), and then input the instances in the source projects and training target data by using the imbalance classifier presented in Algorithm 1 to get the classifier \( Cla_k \), and also record the threshold value \( \text{threshold}_k \) (Line 13). For iteration \( k \), we compute the error rate by running \( Cla_k \) on instances in \( T_t \) (Line 14). An error rate of more than 0.5 means that the performance of \( Cla_k \) is even lower than a random guess, so we terminate the process, and discard classifier \( Cla_k \), and return all of the previous imbalance classifiers to form the ensemble classifier (Line 15). If the error rate is less than or equal to 0.5, CroBuild calculates weight \( \beta_k \) for \( Cla_k \) and also reassigns the weights of instances in the source project and training target data, respectively (Lines 16 and 17). The reassignments of weights of instances in the source project and training target data are done differently. For instances in the source project, if they are wrongly labeled, we still need to increase their weights, but lower than those in the target project. The weights of instances in the training target data are adjusted using \( \beta_k \) which is usually larger than \( \beta_s \) especially when the error rate is relatively high. At the end of the \( K \) iterations, we get the final ensemble classifier \( \sum_{k=1}^{K} \beta_k Cla_k \), and the ensemble threshold \( \sum_{k=1}^{K} \beta_k \text{threshold}_k \).

To predict the label of a new change \( c \) in the target project, we first compute the likelihood score for \( c \) for each classifier \( Cla_k \) (denoted as \( \text{Score}_k(c) \)). Then, we predict its label by using the following equation:

\[
\text{Predict}(c) = \begin{cases} 
\text{Build}, & \text{if } \sum_k \beta_k \text{Score}_k(c) \geq \sum_k \beta_k \text{threshold}_k \\
\text{Non-Build}, & \text{Otherwise} 
\end{cases}
\]  

**Algorithm 2** Pseudocode of CroBuild.

1.  \text{CroBuild}(S, T_t, K)  
2.  \text{Input:}  
3.  \text{3: } S \text{: Source project}  
4.  \text{4: } T_t \text{: Training target data}  
5.  \text{5: } K \text{: Maximum number of iterations}  
6.  \text{Output: } \text{Ensemble Classifier } \sum_{k=1}^{K} \beta_k \cdot Cla_k \text{.}  
7.  \text{Method:}  
8.  \text{8: Compute the number of instances in } S \text{ and } T_t; n = |S| + |T_t|;  
9.  \text{9: Set } \beta_s = \frac{1}{n} \ln(1 + \sqrt{2 \ln \frac{n}{\epsilon}});  
10. \text{10: Initialize the weights of instances in } S \text{ and } T_t. \text{ We set the weights equally, i.e., } w^S_i = \frac{1}{n}, \text{ and } w^T_t = \frac{1}{n};  
11. \text{11: for all iteration } k \text{ from } 1 \text{ to } K \text{ do}  
12. \text{12: Normalize the weights in } S \text{ and } T_t \text{ to } 1;  
13. \text{13: Input } S \text{ and } T_t \text{ into the imbalance classifier (i.e., Algorithm 1) to get the classifier } Cla_k \text{, and also the thresholds} \text{;}  
14. \text{14: Compute the prediction the error rate } \epsilon_k \text{ of } Cla_k \text{ on } T_t \text{ according to Equation (2);}  
15. \text{15: If } \epsilon_k > \frac{1}{2}, \text{ Break;}  
16. \text{16: Set } \beta_k = \frac{1}{1 - \epsilon_k}, \text{ with } \epsilon_k \leq \frac{1}{2};  
17. \text{17: Reassign the weights in } S \text{ and } T_t:  
18. \text{18: end for}  
19. \text{19: Output } \text{Ensemble Classifier } (\sum_{k=1}^{K} \beta_k Cla_k, \sum_{k=1}^{K} \beta_k \text{threshold}_k) \text{.}  

Only 5,409 are build co-changes, which accounts for 10.6% of the total number of changes. Table IV presents the statistics of McIntosh et al.’s data. The columns correspond to the name of projects (Project), the time period (# Time), the number of source code changes (# Change), the number of build co-changes (# Build), and the percentage of build co-changes (% Build).

To evaluate CroBuild, we randomly select 5% of the instances in a target project to construct a training target data \( T_t \). We set the number of iterations \( K = 100 \) to mitigate overfitting [13]. Since our approach involves randomness (i.e., we randomly select 5% of the target instances), similar to Arcuri and Briand [19], we run CroBuild 100 times and record the average performance across the multiple runs. To simulate the practical usage of our approach, when we consider a project as a target project, we choose the other projects as the source projects. For example, if we choose Eclipse-core as the target project, we use Jazz, Lucene, and Mozilla as the source projects, and build 3 prediction models based on the data from the 3 corresponding source projects. We denote them as Jazz⇒Eclipse-core, Lucene⇒Eclipse-core, and Mozilla⇒Eclipse-core, respectively.

We compare the performance of CroBuild to a basic model, AdaBoost [13], and TrAdaBoost [14]. In the basic model, we build a random forest model by using data in the source project, and predict the changes in the target project. In AdaBoost, we also iterate 100 times as we do for CroBuild, and in each iteration, we build a model using the data in the source project and minimize the prediction error rate of the changes in the source project. In TrAdaBoost, we also randomly select 5% of the instances in a target project to construct a sample of training target data \( T_t \). We use the same setting for TrAdaBoost as we use for CroBuild: iterate 100 times and run TrAdaBoost...
B. Evaluation Metrics

In this paper, we use the F1-score and AUC values as the main evaluation metrics.

1) F1-score: There are four possible outcomes for a change in the test data: a change can be classified as a build co-change when it truly is a build co-change (true positive, TP); it can be classified as a build co-change when it is actually not a build co-change (false positive, FP); it can be classified as a non-build co-change when it is actually a build co-change (false negative, FN); or it can be classified as a non-build co-change and it truly is a non-build co-change (true negative, TN). Based on these possible outcomes, precision, recall and F1-score are defined as:

Precision: the proportion of changes that are correctly labeled as build co-changes among those labeled as build co-changes, i.e., \( P = TP/(TP + FP) \)

Recall: the proportion of build co-changes that are correctly labeled, i.e., \( R = TP/(TP + FN) \).

F1-score: a summary measure that combines both precision and recall - it evaluates if an increase in precision (recall) outweighs a reduction in recall (precision), i.e., \( F = (2 \times P \times R)/(P + R) \).

There is a trade-off between precision and recall. One can increase precision by sacrificing recall (and vice versa). In CroBuild, we can sacrifice precision (recall) to increase recall (precision), by manually lowering (increasing) the value of the threshold parameter in Equation (1). This trade-off causes difficulties to compare the performance of several prediction models by using only precision or recall alone [20]. For this reason, we compare the prediction results using the F1-score, which is the harmonic mean of precision and recall. This follows the setting used in the prior study [10] and many other software analytics studies [21]–[25]. In general, the higher the F1-score is, the better the performance of an approach is.

2) Area under the ROC curve (AUC): Due to the imbalance class phenomenon, area under the ROC curve (AUC) is one of the de facto performance measure that measures the likelihood that a build co-change is given a higher confidence score than a false positive (i.e., a non-build co-change). Values of AUC range between 0 (worst classifier performance) and 1 (best classifier performance). An AUC score of 0.7 or above is typically considered to be good [26]. In general, the higher the AUC value is, the better the performance of an approach is.

C. Research Questions

In order to evaluate CroBuild, we perform experiments that: (1) compare its performance to other state-of-the-art build co-change prediction techniques, (2) compare its performance to within-project build co-change prediction, and (3) evaluate the impact of the number of code changes used to train the CroBuild classifiers. We formalize our study with the following three research questions:

RQ1: How effective is CroBuild? How much improvement can it achieve over other state-of-the-art approaches?

Motivation. Developers can use CroBuild to identify code changes that require build co-changes. Developers using CroBuild expect it to be accurate. Hence, we first set out to evaluate the accuracy of CroBuild with respect to other state-of-the-art approaches.

Approach. To address RQ1, we compare CroBuild with the basic model, AdaBoost, and TrAdaBoost approaches. We
compute the precision, recall, F1 and AUC scores to evaluate the performance of the 3 approaches on the 4 studied projects. Also, since we run these approaches 100 times, we apply the Wilcoxon signed-rank test [27] on the 100 rows of paired performance values to test whether the improvement of CroBuild over the 3 approaches is statistically significant ($\alpha = 0.05$).

### Results

Tables VII and VIII present the precision and recall of the RQ1 experiment. On average across the 4 projects, CroBuild achieves precision and recall values of 0.321 and 0.602, respectively. Precision and recall are both important metrics for build co-change prediction since they measure quality in two aspects. Low precision means a high number of false positives. On the other hand, low recall means that most correct labels are not assigned to the changes. There is a trade off between precision and recall [20], we use the F1-score, which is the harmonic mean of precision and recall, to compare the performance of the different approaches.

Tables VII and VIII show the F1 and AUC scores of the RQ1 experiment. Statistically significant improvements are marked in bold. The F1 and AUC scores of CroBuild vary from 0.226 - 0.621 and 0.612 - 0.882, respectively. On average, across the 4 projects, CroBuild can achieve F1 and AUC scores of 0.401 and 0.731, respectively.

From Table VII, the improvement of CroBuild over the basic model, AdaBoost, and TrAdaBoost is substantial in terms of F1-score. On average, across the 4 projects, CroBuild improves over the basic model, AdaBoost, and TrAdaBoost by 3.97%, 12.12%, and 16.18%, respectively. Also, the Wilcoxon signed-rank tests show that CroBuild statistically significantly improves the basic model on 9 out of 12 source and target project pairs, AdaBoost on 10 out of 12 source and target project pairs, and TrAdaBoost on 8 out of 12 source and target project compositions.

From Table VIII, we notice on average across the 4 projects, CroBuild improves the AUC values of the basic model, AdaBoost, and TrAdaBoost by 3.97%, 12.12%, and 14.16%, respectively. Also, the Wilcoxon signed-rank tests show that CroBuild statistically significantly improves the basic model on 8 out of 12 source and target project pairs, AdaBoost on 9 out of 12 source and target project pairs, and TrAdaBoost on 10 out of 12 source and target project pairs.

### RQ2 Can CroBuild outperform conventional within-project build co-change prediction?

**Motivation.** We refer to an approach that builds a model using only change data from a project and uses the model to predict other changes from the same project as an within-project build co-change prediction approach. Prior work by McIntosh et al. [10] falls under this category. Since we use some labeled training data from a target project (i.e., training target data), we also investigate whether CroBuild could achieve better performance than conventional within-project prediction using some data from the target project. In within-project prediction, some labeled training data from a target project are input to a base classifier and the resultant classifier is used to label the other data from the target project. Thus, we are also interested to investigate whether our approach, which leverages change data from other projects can perform similar to within-project prediction, when a sufficient amount of within-project training data is available.

**Approach.** To address RQ2, we investigate two settings. First, since by default CroBuild requires 5% of the code changes from the target project to be labeled, we investigate the performance of conventional within-project prediction using

---

**TABLE VIII.** AUC VALUES FOR CroBuild COMPARED WITH THE BASIC MODEL, AdaBoost, and TrAdaBoost. The statistically significant improvements are marked in bold.

<table>
<thead>
<tr>
<th>Source ⇒ Target</th>
<th>CroBuild</th>
<th>Basic</th>
<th>AdaBoost</th>
<th>TrAdaBoost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jazz ⇒ Eclipse</td>
<td>0.769</td>
<td>0.805</td>
<td>0.663</td>
<td>0.807</td>
</tr>
<tr>
<td>Lucene⇒ Eclipse</td>
<td>0.679</td>
<td>0.672</td>
<td>0.704</td>
<td>0.553</td>
</tr>
<tr>
<td>Mozilla ⇒ Eclipse</td>
<td>0.681</td>
<td>0.672</td>
<td>0.680</td>
<td>0.620</td>
</tr>
<tr>
<td>Eclipse ⇒ Jazz</td>
<td>0.794</td>
<td>0.784</td>
<td>0.620</td>
<td>0.714</td>
</tr>
<tr>
<td>Lucene ⇒ Jazz</td>
<td>0.645</td>
<td>0.644</td>
<td>0.585</td>
<td>0.587</td>
</tr>
<tr>
<td>Mozilla ⇒ Jazz</td>
<td>0.612</td>
<td>0.624</td>
<td>0.502</td>
<td>0.628</td>
</tr>
<tr>
<td>Eclipse ⇒ Lucene</td>
<td>0.754</td>
<td>0.708</td>
<td>0.724</td>
<td>0.620</td>
</tr>
<tr>
<td>Jazz ⇒ Lucene</td>
<td>0.674</td>
<td>0.611</td>
<td>0.565</td>
<td>0.727</td>
</tr>
<tr>
<td>Mozilla ⇒ Lucene</td>
<td>0.726</td>
<td>0.733</td>
<td>0.725</td>
<td>0.695</td>
</tr>
<tr>
<td>Eclipse ⇒ Mozilla</td>
<td>0.811</td>
<td>0.790</td>
<td>0.811</td>
<td>0.717</td>
</tr>
<tr>
<td>Jazz ⇒ Mozilla</td>
<td>0.882</td>
<td>0.879</td>
<td>0.802</td>
<td>0.633</td>
</tr>
<tr>
<td>Lucene ⇒ Mozilla</td>
<td>0.755</td>
<td>0.693</td>
<td>0.506</td>
<td>0.603</td>
</tr>
<tr>
<td>Average</td>
<td>0.717</td>
<td>0.709</td>
<td>0.657</td>
<td>0.646</td>
</tr>
</tbody>
</table>

**TABLE IX.** F1 Scores for CroBuild Compared with Within-project Prediction (5%, 90%), and the Best Results Reported by McIntosh et al. [10].

<table>
<thead>
<tr>
<th>Source ⇒ Target</th>
<th>CroBuild</th>
<th>5%</th>
<th>90%</th>
<th>McIntosh et al.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jazz ⇒ Eclipse</td>
<td>0.435</td>
<td>0.213</td>
<td>0.340</td>
<td>0.390</td>
</tr>
<tr>
<td>Lucene⇒ Eclipse</td>
<td>0.385</td>
<td>0.130</td>
<td>0.188</td>
<td>0.360</td>
</tr>
<tr>
<td>Mozilla ⇒ Eclipse</td>
<td>0.392</td>
<td>0.146</td>
<td>0.231</td>
<td>0.310</td>
</tr>
<tr>
<td>Eclipse ⇒ Jazz</td>
<td>0.491</td>
<td>0.150</td>
<td>0.178</td>
<td>0.360</td>
</tr>
<tr>
<td>Lucene ⇒ Jazz</td>
<td>0.356</td>
<td>0.150</td>
<td>0.188</td>
<td>0.360</td>
</tr>
<tr>
<td>Mozilla ⇒ Jazz</td>
<td>0.339</td>
<td>0.130</td>
<td>0.188</td>
<td>0.360</td>
</tr>
<tr>
<td>Eclipse ⇒ Lucene</td>
<td>0.299</td>
<td>0.150</td>
<td>0.188</td>
<td>0.360</td>
</tr>
<tr>
<td>Jazz ⇒ Lucene</td>
<td>0.226</td>
<td>0.150</td>
<td>0.188</td>
<td>0.360</td>
</tr>
<tr>
<td>Mozilla ⇒ Lucene</td>
<td>0.295</td>
<td>0.150</td>
<td>0.188</td>
<td>0.360</td>
</tr>
<tr>
<td>Eclipse ⇒ Mozilla</td>
<td>0.539</td>
<td>0.554</td>
<td>0.658</td>
<td>0.640</td>
</tr>
<tr>
<td>Jazz ⇒ Mozilla</td>
<td>0.621</td>
<td>0.580</td>
<td>0.720</td>
<td>0.610</td>
</tr>
<tr>
<td>Lucene ⇒ Mozilla</td>
<td>0.546</td>
<td>0.580</td>
<td>0.720</td>
<td>0.610</td>
</tr>
<tr>
<td>Average</td>
<td>0.401</td>
<td>0.266</td>
<td>0.342</td>
<td>0.425</td>
</tr>
</tbody>
</table>

**TABLE X.** AUC VALUES FOR CroBuild COMPARED WITH WITHIN-PROJECT PREDICTION (5%, 90%), AND THE BEST RESULTS REPORTED BY McIntosh et al. [10].

<table>
<thead>
<tr>
<th>Source ⇒ Target</th>
<th>CroBuild</th>
<th>5%</th>
<th>90%</th>
<th>McIntosh et al.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jazz ⇒ Eclipse</td>
<td>0.769</td>
<td>0.669</td>
<td>0.695</td>
<td>0.690</td>
</tr>
<tr>
<td>Lucene⇒ Eclipse</td>
<td>0.674</td>
<td>0.580</td>
<td>0.720</td>
<td>0.610</td>
</tr>
<tr>
<td>Mozilla ⇒ Eclipse</td>
<td>0.681</td>
<td>0.580</td>
<td>0.720</td>
<td>0.610</td>
</tr>
<tr>
<td>Eclipse ⇒ Jazz</td>
<td>0.794</td>
<td>0.723</td>
<td>0.761</td>
<td>0.790</td>
</tr>
<tr>
<td>Lucene ⇒ Jazz</td>
<td>0.645</td>
<td>0.580</td>
<td>0.720</td>
<td>0.610</td>
</tr>
<tr>
<td>Mozilla ⇒ Jazz</td>
<td>0.612</td>
<td>0.580</td>
<td>0.720</td>
<td>0.610</td>
</tr>
<tr>
<td>Eclipse ⇒ Lucene</td>
<td>0.754</td>
<td>0.723</td>
<td>0.761</td>
<td>0.790</td>
</tr>
<tr>
<td>Jazz ⇒ Lucene</td>
<td>0.674</td>
<td>0.580</td>
<td>0.720</td>
<td>0.610</td>
</tr>
<tr>
<td>Mozilla ⇒ Lucene</td>
<td>0.725</td>
<td>0.580</td>
<td>0.720</td>
<td>0.610</td>
</tr>
<tr>
<td>Eclipse ⇒ Mozilla</td>
<td>0.871</td>
<td>0.723</td>
<td>0.761</td>
<td>0.790</td>
</tr>
<tr>
<td>Jazz ⇒ Mozilla</td>
<td>0.882</td>
<td>0.793</td>
<td>0.868</td>
<td>0.880</td>
</tr>
<tr>
<td>Lucene ⇒ Mozilla</td>
<td>0.755</td>
<td>0.793</td>
<td>0.868</td>
<td>0.880</td>
</tr>
<tr>
<td>Average</td>
<td>0.737</td>
<td>0.686</td>
<td>0.761</td>
<td>0.743</td>
</tr>
</tbody>
</table>
the same 5% of data. Second, we randomly select 90% of the instances from the target project, and build a classifier to predict the label of the remaining 10% of the instances. With 90% of the instances labeled, it is likely that conventional within-project predictions can train a high-performance model to predict the remaining 10% of the instances.

**Results.** Tables [IX] and [X] show the F1-scores and AUC values of CroBuild compared to those of within-project prediction with 5% and 90% labeled data, and also the best results reported by McIntosh et al. [10]. From Tables [IX] and [X] the improvement of our approach over within-project prediction with 5% labeled data is substantial. On average across the 4 datasets, CroBuild outperforms the F1-score and AUC values of within-project prediction with 5% labeled data by 50.89% and 7.40% respectively. Moreover, CroBuild still improves the average F1-score of within-project prediction with 90% labeled data by 17.34%, and achieves similar AUC values as the within-project prediction with 90% labeled data. The average AUC of within-project prediction with 90% data is 0.761, while it is 0.737 for CroBuild. Note that CroBuild only requires 5% labeled data from the target project.

McIntosh et al. propose a re-sampling based approach to predict build co-changes, which removes samples from the non-build (majority) category and repeats samples in the build (minority) category. We also compare CroBuild with McIntosh et al.’s approach. In Tables [IX] and [X] we record the best results reported by McIntosh et al. [10]. We notice McIntosh et al.’s approach achieve a slight better performance than CroBuild. The average F1-score and AUC values for McIntosh et al.’s approach are 0.425 and 0.743, while those values are 0.401 and 0.737 for CroBuild. Once again, it is important to note that McIntosh et al.’s approach requires 90% labeled data from the target project.

CroBuild achieves better performance compared to within-project prediction, when only 5% of the instances are used. Furthermore, CroBuild achieves similar performance as within-project prediction with 90% of instances, such as McIntosh et al.’s approach.

**RQ3:** Do different percentages of code changes selected from a target project affect the performance of CroBuild?

**Motivation.** CroBuild requires a small number of labeled data from the target project (i.e., training target data). By default, the number of code changes in the training target data is set to 5% of the total number of code changes in the target project. However, how the number of code changes affects the performance of CroBuild remains unknown. Knowing the impact of the number of code changes is important, since we would like to know the smallest amount of code changes that will produce the best results.

**Approach.** To address RQ3, we vary the number of code changes from 1% - 15% of the total number of code changes in the target project and measure the performance of CroBuild. Additionally, we investigate the performance of CroBuild when a limited budget is specified, i.e., an absolute number of code changes selected from a target project.

**Results.** Figure 3 presents the AUC values in Mozilla with various percentages of code changes (1% to 15%) from the target project. When we increase the number of code changes in the training target data from 1% to 15% of the number of code changes in the target project, the F1-scores for CroBuild are slightly increased. For example, when we choose Eclipse as the source project and Mozilla as the target project, the F1-scores vary from 0.615 (5%) to 0.645 (15%). Figure 3 presents the AUC values in Mozilla with various percentages of code changes (1% to 15%) from the target project. Still, we find when we increase the number of instances in the training target data, the AUC values for CroBuild are slightly increased. For the other 3 datasets, we observe a similar result for AUC values. Due to the page limitation, we do show the AUC values in a table.

Table XI presents the F1-scores and AUC of CroBuild when there are only 100, 300, and 500 code changes in the training target data. The average F1-scores and AUC for CroBuild vary from 0.357 to 0.425, and 0.716 to 0.746, respectively. With more instances in the training target data, the performance of CroBuild is better.

In general, an increase in the number of instances in the training target data increases the F1 and AUC scores.

**VI. Threats to Validity**

Threats to internal validity relates to errors in our code and experiment bias. We have double-checked our code, still there could be errors that we did not notice. To reduce the training set selection bias, we run CroBuild 100 times, and record the average performance. Also, in our CroBuild, we...
randomly took 5% of the changes in the target project, which is an approximation since in most cases, we will only have the first 5% of the data. Threats to external validity relate to the generalizability of our results. We have analyzed 50,884 changes from 4 different projects. In the future, we plan to reduce this threat further by analyzing even more change data from additional software projects. Threats to construct validity refer to the suitability of our evaluation measures. We use F1-score and AUC, which are also used by past studies to evaluate the effectiveness of build co-change prediction [10], and also various automated software engineering techniques [21]–[25]. Also, we consider all the false positives to have the same impact. In the future, we plan to reduce this threat by taking into consideration cost in our analysis.

VII. RELATED WORK

Build system maintenance. A number of prior studies have shown that source code changes often require build co-changes. Adams et al. noticed that the source code and the make-based build system of the Linux kernel tend to co-evolve [5]. Similar results were also observed in a sample of Ant- and Maven-based build systems [6], [28]. Even for programs written in dynamic scripting languages like Ruby, the source code tends to co-evolve with its build system [29].

To support developers in maintaining build systems, researchers have proposed a variety of tools. For example, Adams et al. propose a reverse-engineering framework named MAKAO to analyze the dependencies in build systems [30]. Tamrawi et al. propose SYMAKE, which analyzes make-based build systems using symbolic execution [31]. Zhou et al. propose BuildPredictor, which predicts the missed dependencies in software build system by leveraging the links in the build graph and code graph [32]. Our work is orthogonal to the above studies—we propose CroBuild, which predicts build co-changes in a project by using other projects’ data.

Source-build co-change. Prior studies have also shown that up to 27% of source code changes are accompanied by build co-changes [3]. These build co-changes are difficult for developers to identify. To support developers in identifying the code changes that require accompanying build changes, McIntosh et al. propose build co-change prediction [10]. They study the build co-changes in Eclipse-core, Jazz, Lucene, and Mozilla, extract a number of metrics such as the number of files added/removed/modified in a source code change, and propose a re-sampling approach to predict the build co-changes. Our work is different from their work in several ways: (1) the approach proposed in their work is a within-project prediction approach, while CroBuild is a cross-project prediction approach, (2) to address the class imbalance phenomenon, McIntosh et al. use a re-sampling strategy where the instances in the majority class (non-build) are under-sampled and the instances in the minority class (build) are over-sampled, while CroBuild addresses the class imbalance problem by learning an appropriate decision boundary to separate majority and minority classes.

Transfer learning. In the machine learning community, there have been a number of studies on transfer learning [12], [14], [33]. There are two categories for the techniques that focus on transfer learning: (1) supervised transfer learning, where a small amount of labeled data are available for the target task [14], and (2) unsupervised transfer learning, where only some unlabeled data are available for the target task [33]. TrAdaBoost is a supervised state-of-the-art transfer learning algorithm, which is most related to ours [14]. It also extends AdaBoost and transfers knowledge from a source project to a target project. Our proposed CroBuild is different from TrAdaBoost: TrAdaBoost does not consider the class imbalance phenomenon, while our CroBuild considers the

3In our setting, we refer to this small amount of labeled data as training target data.
class imbalance phenomenon in build co-change prediction, and learns a good threshold for the classifier built in each iteration. In the software engineering community, some studies also leverage transfer learning approaches to solve the defect prediction problem \cite{34,35}. In contrast, we focus on the problem of cross-project build co-change prediction.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we propose the problem of cross-project build co-change prediction - namely the prediction of a source code change that leads to a future change in the build code. We propose CroBuild, which iteratively learns new classifiers and a good decision boundary that collectively try to overcome the class imbalance phenomenon and project difference problem. CroBuild iterates a number of times, and in each iteration, it builds an imbalance classifier, and assigns a weight to the classifier according to its prediction error rate. In effect, it builds an ensemble of classifiers. To examine the benefits of CroBuild, we perform experiments on 4 large datasets including Mozilla, Eclipse-core, Lucene, and Jazz containing a total of 50,884 changes. On average across the 4 datasets, CroBuild achieves an F1-score of 0.408. We also compare CroBuild with other state-of-the-art approaches, i.e., basic model, AdaBoost proposed by Freund et al., TRAdaBoost proposed by Dai et al. On average, across the 4 datasets, CroBuild results correspond to an improvement in the F1-scores of 41.54%, 36.63%, and 36.97% over the basic model, AdaBoost, and TRAdaBoost, respectively.

In the future, we plan to evaluate CroBuild with datasets from additional software projects, and develop a better technique that improves the prediction performance further, e.g., by combining some classical imbalance learning approaches such as SMOTE \cite{11} and OSS \cite{11}.
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