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ABSTRACT
Since Hoare introduced Communicating Sequential Processes as a model of distributed computation, there has been much discussion about efficient and flexible implementations. Previous research has led to communication protocols with restrictions: a process may only choose amongst receive operations; only a single pair of processes can be connected to a channel; or the protocol may be subject to deadlock or lack of fairness. We describe a fair protocol that allows arbitrary, non-deterministic communication amongst a set of processes connected by channels.

Categories and Subject Descriptors
D.3.3 [Programming Languages]: Language Constructs and Features.

General Terms
Design, Languages, Communication, Concurrency.

Keywords
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1. INTRODUCTION
We are developing a language called Erasmus\textsuperscript{1} in which the fundamental abstraction is a process. The code of an individual process is sequential, but processes execute concurrently and communicate by exchanging data. The rationale and structure of Erasmus have been presented in earlier papers [12, 13].

A program in Erasmus is a collection of processes that communicate by sending messages to one another. This style of programming was proposed early in the history of programming, with names such as Cooperating Sequential Processes [8] and Communicating Sequential Processes [15].

but has not been widely used until recently. We refer to this style of programming as “message passing”, abbreviated to MP. The MPI is one of the better-known examples of a message-passing infrastructure [14].

Although MP has a number of advantages that we will discuss below, the reason that it has never become popular is probably because the advantages become significant only in multiprocessor settings. There are two main paradigms of multiprocessor programming: shared memory and MP. For a long time, shared memory systems attracted most of the attention of researchers because they seemed more efficient than MP systems. Recent developments in computer architecture, however, have changed this attitude. With processors that can execute hundreds of instructions per main memory cycle, leading to the need for multiple levels of caching, shared memory becomes less attractive and interest has moved towards MP.

In MP, communication may be either synchronous or asynchronous. When two processes communicate synchronously, one process waits until the other is ready, the message is transferred from the writer to the reader, and then both processes resume execution. When two processes communicate asynchronously, the writer places the message in a buffer owned by the reader and continues executing. Later on, the reader finds data in its buffer, usually referred to as a mailbox, and processes it. CSP [15], Joyce [5], and Ada [1] use synchronous communication; Erlang [2] uses asynchronous communication.

A synchronous system can easily simulate asynchronous communication: it is necessary only to attach to each reader a secondary process that act as its mailbox. The converse is not true: mailboxes or their equivalent are a basic component of asynchronous systems and cannot be ignored. Thus synchronous communication is more fundamental and, for this reason, Erasmus uses it.

2. BACKGROUND
Hoare’s original proposal for communicating sequential processes [15] provoked a flurry of research. CSP introduced the concept of selection, which allows a process to choose amongst several other processes ready to communicate with it. Although CSP provided such a choice only for receivers, Hoare acknowledged that allowing choice for senders would lead to improved program structure for many applications. Most subsequent proposals for CSP extensions assume selection for senders.

Despite its simple formalism, CSP turned out to be hard to implement efficiently. Algorithms for synchronous com-

\textsuperscript{1}The language is named after the Dutch humanist and scholar, Desiderius Erasmus (1466-1536).
munication with selection appeared quickly [3, 6, 11, 18],
but suffered from problems such as deadlock and starvation.
Bornat [4] published the first deadlock-free algorithm, but it
supported only a single sender and receiver. Knabe [16] was
the first to demonstrate an efficient, deadlock-free algorithm
for selection on channels connected to an arbitrary number
of processes.

Synchronous communication with selection was introduced
to the functional programming community by Reppy in the
form of an abstraction called event [17]. This approach has
been refined and is currently used in Concurrent ML and
Concurrent Haskell [7, 9, 10]. In this paper, we restrict our
attention to imperative languages.

Buckley and Silberschatz [6] provide four criteria which
can have a significant effect on the efficiency of the select
statements:

1. the number of processes contributing to a single com-
   munication should be small;
2. processes shouldn’t have too much information about
   the system and other processes they wish to commu-
   nicate with;
3. the number of messages required to make a communi-
   cation should be small;
4. If two processes in the system have matching send and
   receive commands, and they are not synchronized with
   any other processes, they should eventually synchro-
   nize.

The first two criteria ensure locality, the third ensures effi-
ciency, and the last ensures progress.

3. SELECTION

A process, $P_0$ say, may communicate with several other
processes, $P_1$, $P_2$, … If $P_0$ decides to communicate with
$P_1$, but $P_2$ is ready first, $P_2$ will have to wait. To avoid such
waiting, MP languages provide ways of accepting messages in
non-deterministic order. In Hoare’s original formulation of
CSP [15], the statement

$$[X?m \rightarrow S_1 \sqcup Y?n \rightarrow S_2]$$

means “either read $m$ from process $X$ and perform sequence
$S_1$ or read $n$ from process $Y$ and perform sequence $S_2$”. Brinch Hansen refers to this kind of statement as a polling
statement; Joyce [5] provides a statement with the same
meaning but slightly different syntax. Ada provides a select
statement with similar, though more complex, semantics. In
Erasmus, port names rather than process names are used for
communication, and ports have fields. Assuming that $P_0$
and a receiver from polling the same channel simultaneously.
However, it is an asymmetry and can lead to awkward code.
Subsequent languages allow selection for both sending and
receiving and use other means of preventing deadlock.

Another restriction of CSP and its successors is that, if one
end of a channel is handled by selection, the other end of
the channel must be an unconditional communication [5, 1].
This is a natural restriction because it is difficult to find an
efficient implementation that allows selection at both ends of
a channel. However, it is a serious restriction for large-scale
programming because it prevents independent compilation:
in order to compile a process, the compiler must inspect the
code of other processes. Knabe’s protocol [16] removes this
restriction, allowing any number of selecting processes to be
c connected to a channel.

It is worth noting that “deadlock” has a special meaning in
the context of this discussion. It is very easy to write a CSP
program that deadlocks: for example, consider a program
consisting of two processes, each of which tries to send a mes-
age to the other. We assume that programs are free from
such trivial errors. For our purposes, an algorithm deadlocks
if some subset of its processes ceases to make progress even
though there is a feasible communication between them.

4. THE DISTRIBUTED PROTOCOL

The protocol described in this section is essentially Kn-
abe’s algorithm [16]. We describe it to provide background
for our protocol, which is similar but has significant exten-
sions.

Processes communicate with one another via channels.
Each process is connected to any number of channels and
each channel is connected to at least two processes. In or-
der for processes $P_1$ and $P_2$ to communicate via channel $C$,
there must be a match. A match occurs if either: $P_1$ is
ready to send a message with tag $T$ and $P_2$ is ready to re-
ceive a message with tag $T$, or vice versa (i.e., $P_1$ receives
and $P_2$ sends). The tag of a message specifies its type and
possibly other characteristics; the important point is that
matched tags ensure meaningful communication. The pro-
tocol requires an ordering on processes; we will assume that
each process has a unique identifier (UID) and that, if $u_1$
and $u_2$ are UIDs of distinct processes, then either $u_1 < u_2$
or $u_1 > u_2$.

A channel is an active process that executes as a sin-
gle, non-terminating loop. The task of a channel is to find
matches between pairs of processes. A process that is ready
to communicate sends a request to one or more of its chan-
nels. The channels maintain two FIFO queues, one for send
requests and the other for receive requests from processes.
A channel remains idle as long as either queue is empty and
becomes active when both of its queues are non-empty, at
which point it enters a synchronization sequence with two
phases: see Figure 1.

During the first phase, the channel, $C$ say, chooses two
complementary processes: that is, a process that wishes to
send a message of type $T$ and another processes that wishes
to receive a message of type $T$. First, $C$ picks the process
$P_x$ with lower UID, regardless of whether it is the sender
or the receiver. It sends the message $L$ to $P_x$, requesting
$P_x$ to temporarily commit to this communication and defer
other signals it might receive. Then the channel waits for a
reply.

If $P_x$ replies with $\text{no}$, $C$ returns to its waiting state. If
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begin
proc Channel() ≡
  step ← Phase 1;

  Phase 1:
  \((P_1, P_2) \rightarrow \text{findMatch(Queue, Queue});\)
  query ← generateQuery(P_1, P_2);
  query ReqType ← \(L\);
  send(P_1, query);
  reply ← receive();
  if reply = Yes then
    step ← Phase 2;
    comment: A potential match.
  else
    Put P_2 back in the Queue;
    step ← Phase 1;
  fi

  Phase 2:
  query ReqType ← \(H\);
  send(P_2, query);
  reply ← receive();
  if reply = Yes then
    comment: Match found.
    inform(P_1, P_2);
    step ← Phase 1;
  else
    comment: Match failed.
    query ReqType = Abort;
    send(P_1, query);
    Put P_1 back in the Queue;
    step ← Phase 1;
  fi

end

Figure 1: Pseudocode for Channels

\(P_1\) replies with Yes, \(C\) enters the second phase of the synchronization sequence. It sends the message \(H\) to the other process of the pair, \(P_2\), requesting it to commit to this communication and reject all other signals. Again, \(C\) waits for a reply.

If \(P_2\) replies Yes, \(C\) sends a Ready signal to \(P_1\) and \(P_2\), informing them that they can communicate, removes the corresponding entries from its queues, and returns to its waiting state. If \(P_2\) replies No, \(C\) discards \(P_2\)'s request and sends a Release message to \(P_1\), releasing it from its commitment. However, \(P_2\)'s request remains in \(C\)'s channel.

A process \(P\) must also follow a procedure when it enters a selection. Its first step is to send a send or receive request to each of the channels involved in the selection; then it waits. A channel may reply with either \(H\) or \(L\), depending on whether the process has the higher or lower UID of the proposed communication. If \(P\) receives \(H\), it replies Yes to this channel, sends No to all of the other candidates for communication, and starts to transfer data.

If \(P\) receives \(L\) from \(C\), it replies Yes and waits. Any signals that it receives from channels other than \(C\) are queued. Eventually, \(P\) will receive either a Ready message or a Release message. If the message is Ready, \(P\) sends No to all the losing channels and communicates. If the message is Release, \(P\) processes the first message on its queue, if there is one, otherwise waits for a message. The procedure ensures that exactly one communication occurs each time the selection is processed.

4.1 Analysis

Knabe proves that the distributed protocol cannot deadlock [16]. The essence of the proof is that deadlock requires symmetry and that the ordered UIDs break the symmetry. However, the protocol does not ensure fairness. Although the whole system cannot become blocked, an individual process may wait indefinitely to communicate. This is called starvation.

Consider a group of connected processes Figure 2, in which the \(P_1\) processes and the \(C_i\) channels. A directed edge from a channel to a process denotes an outstanding receive request, and similarly a directed edge from a process to a channel denotes an outstanding send request. With the distributed protocol, it is possible for \(P_2\) to be starved. All three channels will each start by attempting to acquire their low-numbered process followed by the high-numbered process to form matches. Without loss of generality consider a case in which \(C_1\) and \(C_3\) win to acquire processes \(P_1\), \(P_4\) and \(P_2\), \(P_5\) before \(C_2\) can acquire \(P_3\) or \(P_4\). This leads to a situation in which \(C_1\) and \(C_3\) end up finding matches \((P_1, P_4)\) and \((P_3, P_5)\) respectively.

If this cycle happens repeatedly — that is \(P_1\) and \(P_4\) communicate frequently using \(C_1\), and \(P_3\) and \(P_5\) communicate frequently using \(C_2\) — then signals from \(C_2\) will always be discarded, starving \(P_2\).

5. The Fair Distributed Protocol

We describe an implementation of the select statement that provides nondeterministic choice, avoids deadlock, and treats all processes fairly. A select statement may have several branches that are a mixture of sends and receives. Channel behaviour is a bit different from the distributed protocol described in the previous. The only difference is that each channel piggybacks the attributes of the other process in the match along with the signal it is about to send to a process. These attributes are shown in Figure 4.

The additional feature of the protocol is a weight attached to each branch of a select statement. The weight may be an integer counter or a time-stamp; the important point is that it increases monotonically as the program runs. A counter is easier to implement but may overflow. A timestamp is preferable, but must be fine-grained because communications may occur very frequently.

The pseudocode for processes is given in Figure 3. Each process must follow a procedure when it enters a selection. Its first step is to send a send or receive request to each of
begin
proc Process() ≡
    step ← step 1;

STEP 1:
for i := 1 to n do
    sendRequest(C, Req);
    comment: Req ∈ { send, receive }
    step ← step 2;
od

STEP 2:
query ← receive();
if fair(query) = true then
    step ← query.ReqType;
    comment: ReqType ∈ { L, H }
else
    send(query.QueryingChannel, NO);
    branch[query.branchNO] ← Aborted;
    step ← step 2;
fi

STEP L:
send(query.QueryingChannel, Yes);
reply ← receive();
if reply = Ready then
    comment: reply ∈ { Ready, Abort }
    Actual Data Communication;
    + + Weight[reply.branchNo];
    abortOtherChannels();
    exit;
else if reply = Abort then
    branch[reply.branchNO] ← Aborted;
    if branch[i:0 to n] = Aborted then step ← step 1;
    else step ← step 2;
fi
fi

STEP H:
send(query.channel, Yes);
send(query.P_<, Ready);
comment: P_< = process having lower UID
Actual Data Communication;
+ + Weight[query.branchNO];
abortOtherChannels();
exit;

where
proc fair(signal) ≡
    returnsignal.thisBranchWeight = signal.thisMinWeight and
    signal.otherBranchWeight = signal.otherMinWeight;
end

Figure 3: Pseudocode for Processes

The channels involved in the selection; then it waits. These requests carry all the attributes of the requesting process such as the weight of the branch, minimum weight of all the branches in the select statement, and etc. Unlike Knabe's algorithm in which all processes always respond Yes to the very first signal they receive, our implementation takes a different approach.

To clarify this, consider the case in which the process P_< with lower UID has received its first signal from a channel. This signal indicates that if P_< can commit itself temporarily to the signalling channel and delay others. Process P_< examines the weights W of the branches that will be used to communicate; that is if W_< is the lowest weight in the branches of P_<'s select statement, and the chosen branch of P_<'s select statement, say W>, also has the lowest weight, then P_< replies Yes and waits; otherwise it replies No.

If P_< replies No, it has nothing further to do: the attempted match has failed, and P_< continues to wait in its select statement. However, if P_< replies Yes, it waits for another signal. If it receives Ready, it should have been sent by the higher UID process, so it sends No to any other waiting channels and proceeds with communication. It finally increases the weight of the branch of the select statement that was used in the communication.

But if it receives Abort, it should have been sent by the channel indicating that the match has failed; P_< remains in its select statement, considering requests from other channels. The other case in which P_< has received its first signal from a channel is almost same as above. In this case, process P_< examines the weights W of the branches that will be used to communicate; that is if W_< is the lowest weight in the branches of P_<'s select statement, and the chosen branch of P_<'s select statement also has the lowest weight, then P_< replies Yes to the signaling channel, it then sends an abort signal to any other pending channels followed by a Ready signal to the lower UID process for the actual data communication, and finally it increases the weight of the branch of the select statement that was used in the communication. Otherwise it replies No to the signaling channel and proceeds with any other signals it receives.

The foregoing discussion has a few gaps in it that we will now fill.

First, each process makes send or receive requests only to channels of those branches having the lowest weights. Each process can have more than one branch having the lowest weight. By doing so each process avoid sending extra requests which are guaranteed to be responded with No. This results in receiving less signals which reduces the number of messages needed to find a match. Second, in the case where there is a sender or a receiver process with no select statement, the requesting process only sends a committed send or a committed receive request to the channel and waits for the actual data communication. These committed requests inform channels that the requesting process has already pre-committed itself and that there is no need for the channel to ask for it.

Third, a process executing a select statement may receive Abort signals from all of its branches. If this happens, it simply starts everything all over again by sending new requests. Failing to do this could lead to deadlock.

Finally, it is clear that signals contain more information than just the type of the data. In fact, a signal is a fixed-size block of data containing the fields shown in Figure 4. Fields
<table>
<thead>
<tr>
<th>Field name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>messageId</td>
<td>Unique identifier for this signal</td>
</tr>
<tr>
<td>messageTag</td>
<td>The tag/type associated with the message</td>
</tr>
<tr>
<td>thisBranchNum</td>
<td>The numbers of the branches within the select statement</td>
</tr>
<tr>
<td>otherbranchNum</td>
<td></td>
</tr>
<tr>
<td>thisBranchWeight</td>
<td>The weights of the branches</td>
</tr>
<tr>
<td>otherBranchWeight</td>
<td></td>
</tr>
<tr>
<td>thisMinWeight</td>
<td>The minimum weights of the branches</td>
</tr>
<tr>
<td>otherMinWeight</td>
<td></td>
</tr>
<tr>
<td>thisProcessId</td>
<td>The UIDs of the processes</td>
</tr>
<tr>
<td>otherProcessId</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4: Data structure of a signal

The other two come in pairs with a this field referring to the initiating process, and an other field referring to the responding process. Using the names in this table, each process needs to check the fairness condition by performing fair(signal) before replying to any queries. The body of this function is also given in Figure 3.

5.1 Deadlock

We show that deadlock cannot occur if there is a feasible match. Assume the contrary: there is a feasible match and that deadlock has occurred. This would imply that some processes have received a phase-one signal from one of their channels but have failed to find a match. However, this cannot happen because the process UIDs are ordered and only the low-numbered process of a pair receives a request during the first phase. Therefore, there must be at least one process, the one with the highest UID in the system, that has not received a phase-one signal and is available for matching.

5.2 Starvation

There are two situations in which starvation might occur. As an example of the first situation, consider a system in which a channel connects a single server to multiple clients, as shown in Figure 5. Client requests are stored in the FIFO queue of the channel. There is a possibility that one or more of the clients might be starved. However, provided that the server continues executing, the protocol ensures that every request from a client will eventually be served. In this example, our protocol behaves in exactly the same way as Knabe’s protocol.

Figure 6 shows the other situation. With the distributed protocol, P2 may be starved. P0 is the process with lowest UID and the protocol allows it to send Yes to all signals from C1 but none from C2, thereby starving P2. With our protocol, the weights on the branches prevent starvation. After P0 and P1 have communicated once, W(P0, C1) = 1 and W(P0, C2) = 0. This ensures that the next time P0 communicates, it will be with P2. Neither P1 nor P2 can starve.

In the form described, the fair distributed protocol would have a serious problem: one slow process, treated fairly, could slow down the entire system. The select statement in Erasmus, however, provides for the declaration of a policy. Communication is implemented as above for select statements that specify the policy fair. If fair is not specified, the process is not obliged to use branch weights in channel selection.

5.3 Cost

The cost of the algorithm is measured by the number of messages required to establish a communication. These messages include initial send or receive requests by processes, channels signals, responses to the signals, actual data communication, abort messages, and finally the wake-up signal from the sender to the receiver process.

To compute the cost of our algorithm several cases should be considered. The easiest and simplest case is where there are only two processes connecting through a channel, without any select statements. The total cost of the algorithm is 5 messages; two committed send and receive requests, a Ready message to the sender process, actual data transmission, and a Ready message to the receiver process.

The other case is where both processes execute their select statements. For this case we can define a lower and a higher bound for the cost. The lower bound is achieved when the process is the one with the highest UID in the system. This process responds Yes to the first signal it receives from one of its channels. Without loss of generality assume that this process, the one with the highest UID, has n branches and that the other communicating process has m branches; So, the lower bound on the cost is: n + m requests, two signals, two Yes messages, a Ready message to the sender process, actual data transmission, and a Ready message to the receiver process.

The other case is where both processes execute their select statements. For this case we can define a lower and a higher bound for the cost. The lower bound is achieved when the process is the one with the highest UID in the system. This process responds Yes to the first signal it receives from one of its channels. Without loss of generality assume that this process, the one with the highest UID, has n branches and that the other communicating process has m branches; So, the lower bound on the cost is: n + m requests, two signals, two Yes messages, a Ready message to the sender process, actual data transmission, and a Ready message to the receiver process.

The other case is where both processes execute their select statements. For this case we can define a lower and a higher bound for the cost. The lower bound is achieved when the process is the one with the highest UID in the system. This process responds Yes to the first signal it receives from one of its channels. Without loss of generality assume that this process, the one with the highest UID, has n branches and that the other communicating process has m branches; So, the lower bound on the cost is: n + m requests, two signals, two Yes messages, a Ready message to the sender process, actual data transmission, and a Ready message to the receiver process.

The other case is where both processes execute their select statements. For this case we can define a lower and a higher bound for the cost. The lower bound is achieved when the process is the one with the highest UID in the system. This process responds Yes to the first signal it receives from one of its channels. Without loss of generality assume that this process, the one with the highest UID, has n branches and that the other communicating process has m branches; So, the lower bound on the cost is: n + m requests, two signals, two Yes messages, a Ready message to the sender process, actual data transmission, and a Ready message to the receiver process.

To answer the above questions, consider a process P hav-
ing the lowest UID in the system. Without loss of generality, assume that \( P \) has \( n \) branches and \( P_1, \ldots, P_n \) are \( n \) distinct processes which are connected to these branches. If \( b_i \) is the number of branches of \( P_i \), and if all processes are executing their \text{select} \ statements for the first time then after exactly \( B − 1 \) times failing where \( B = \min\{b_1, \ldots, b_n\} \) the process \( P \) eventually communicates with a process.

Therefore, in each round process \( P \) makes \( n \) requests, followed by \( n \) signals, \( n \) \text{Yes} messages, followed by \( n \) \text{Abort} messages. Eventually, in round \( B \), there are \( n \) requests, \( n \) signals, two \text{Yes} signals, a \text{Ready} message to the sender process, actual data transmission, and a \text{Ready} message to the receiver process. This leads us to the following formula for the upper bound, \( U \):

\[
U = 4n(B - 1) + 2n + 5.
\]

Finding an upper bound in the case where channels supports many to many communications is similar to the above. The upper bound of messages is calculated separately for each process in the system depending on the number of channels it has, the number of processes sharing channels, and the number of branches its communicating processes have.

6. CONCLUSION

We have described a fair, distributed protocol that allows an arbitrary network of processes linked by channels to communicate fairly and without deadlock. Processes may perform selection on both sends and receives and may be connected to an arbitrary number of channels. Conversely, a channel may be connected to an arbitrary number of processes. The general case requires extensive handshaking, but run-time analysis might allow more specialized and efficient techniques to be used in particular cases. For example, a JIT compiler could determine the number of processes connected to a channel and generate simplified code for the probably common case in which only two processes are involved. Since global static analysis is not required, processes may be compiled independently and linked dynamically. This last feature is essential for the construction of large-scale, distributed systems.
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