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Abstract

We present a bandlet-based framework for video inpainting in order to complete missing parts of a video sequence. The framework applies spatio-temporal geometric flows extracted by bandlets to reconstruct the missing data. First, a priority-based exemplar scheme enhanced by a bandlet-based patch fusion generates a preliminary inpainting result. Then, the inpainting task is completed by a 3D volume regularization algorithm which takes advantage of bandlet bases in exploiting the anisotropic regularities. The method does not need extra processes in order to satisfy visual consistency. The experimental results demonstrate the effectiveness of our proposed video completion technique.

1. Introduction

Missing parts in still images and video sequences may be caused by damages or deliberately undesired object removal from the images or the video frames. The image/video inpainting problem has attracted a great attention in the past few years due to its powerful ability in fixing and restoring damaged spatial/spatio-temporal data. In this paper, we focus on video inpainting as a technique to recover missing data in some specified regions of videos. Due to the large dimensionality of video data coupled with its spatio-temporal consistency which must be preserved, video inpainting can be considered as a challenging task even though large amount of data can be highly desirable to fill-in the missing regions.

One can refer to [1] for detailed mathematical interpolation models specialized in image inpainting. The pioneering work in digital inpainting [2] employs non-linear partial differential equations (PDEs) as an interpolation platform to perform image and video frame inpainting. The concepts of PDEs and interpolation in inpainting have been employed in many techniques, including [3] which derives a third-order PDE based on Taylor expansion to propagate the border isophotes to the missing regions. An explicit extension of the technique introduced in [2] is presented in [4] which applies Navier-Stoke equations. This approach applies ideas from classical fluid dynamics to continuously propagate isophote lines of the image from the exterior into the inpainting zone. As another technique, the proposed video inpainting scheme in [5] benefits from discrete p-Laplacian regularization on a weighted graph. Despite their promising results, the PDE and interpolation based methods perform frame-by-frame completion that neglects the continuity across consecutive frames unless PDEs are adapted in a 3D scheme [6]. Moreover, these methods are appropriate only for narrow and small missing regions.

The concept of priority in image inpainting introduced in [7] has been adopted in various video inpainting approaches. In these techniques, a correct order of filling-in process leads to a high performance in the completion task. Important properties, such as availability, trackability and motion vectors of the pixels, and geometric properties contribute to the calculation of the priority of the missing regions to be filled-in first. For instance, the method introduced in [8] performs moving object segmentation to separate the background and foreground of the video. Hence, the search space is reduced for completion of partially occluded moving objects [9]. In this method a motion confidence value is used to find the priority of the filling-in area in order to maintain the temporal consistency in the foreground completion task. For the background completion step, the image inpainting technique introduced in [7] is adopted. Modifications based on analysis of continuities on stationary and non-stationary videos are carried out to find the best priority in [10]. Then, in [11] the technique is further improved for various
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camera motions by keeping the track of similar regions. The priority is determined based on the trackability of the pixels in the method introduced in [12]. The highest priority fragment around the boundary of the missing region is completed using a graph-cut fragment updating instead of copying just a similar texture from the undamaged region. In [13] a priority-based method considers the video completion task as a global search optimization in order to find the best match. The whole video is considered as a volume and a multi-scale scheme is employed to reduce the computation time. Motion layer segmentation is the key step in the method proposed in [14]. Each separate layer is completed using the image inpainting method, and then all the layers are combined in order to restore the final video. A two phase sampling and alignment video inpainting technique is introduced in [15]. The method predicts motion data in the foreground, then missing moving foreground pixels are reconstructed by spatio-temporal alignment of the sampled data. Then, the background inpainting is done by 3D tensor voting as an extension of the still image repairing technique introduced in [16]. The methods in [17,18] proposed to inpaint videos by transferring sampled motion fields from the available parts of the video. The latter method tracks patches containing missing regions in the adjacent frames by employing a global motion estimation scheme. In [19,20] 3D patch-based probability models with potential applications in video inpainting are introduced. The probability model introduced in [19] is an alternative for motion models such as optical-flow. A sparsity-based prior for a variational Bayesian model is defined for video sequences. The damaged portion of a video can be treated in this Bayesian framework as an inpainting task. A learning strategy in [20] on the video’s 3D space–time patches leads to video epistemes. Epitomes are viewed as a set of 3D arrays of probability distributions applied for video reconstruction. Although the preliminary results of video inpainting using these methods are promising, they need more improvements to be able to deal with large missing portions.

Maintaining the visual consistency along with handling the large dimensionality of videos in the inpainting process is an important fact. No wonder we see complicated steps in the state-of-the-art techniques, such as segmentation of different motion layers or objects, foreground/background separation, tracking, optical-flow mosaics computation and so onto cope with spatio-temporal consistency. In this paper we propose an approach that takes advantage of the bandlets sparse representation to reconstruct missing data visually pleasingly. Image sparse representation methods were introduced for spatial inpainting problems [21–23]. In such methods, missing pixels are inferred by adaptively updating the sparse representation (e.g. wavelets, DCT, etc). Although these approaches are very challenging to be adapted to video completion that deals with unsound and damaged estimated motion vectors, they yield satisfactory results in the case of image inpainting. Apparently, employing an efficient sparse representation can enhance the inpainting results. The main motivation behind employing the bandlet domain is due to its effective capability in capturing the geometric properties of an image as an efficient sparse representation [24]. The captured geometric features are used in our technique to firstly blend the results of patch matching in order to keep the visual consistency. Secondly, the overall bandlet geometry of the frames can be a good prior if we consider the video inpainting as an ill-posed linear problem. The obtained overall geometry is used for sparse regularization to reconstruct the video. In our method, making distinction between static camera videos and sequences containing camera motions is not needed. Besides, there is no segmentation, tracking or complex motion estimation as applied in many of the previously discussed methods to facilitate the inpainting process. This is the main difference with our previous work [25] that relies on an accurate background/foreground segmentation in order to treat videos captured by static and moving cameras in different fashions by patch matching rather than bandlet-based patch fusion and 3D regularization.

The rest of this paper is organized as follows. Section 2 describes the idea behind the bandlet transform capability in reconstructing missing regions. Then, the proposed bandlet-based video inpainting method is presented in Section 3. In Section 4, the experimental results are provided. Finally, Section 5 concludes this paper.

2. Using bandlets in inpainting

The bandlet framework can achieve an effective geometric representation of texture images. It is essential in sparse regularization and spatial or spatio-temporal data reconstruction for digital inpainting purposes.

Although geometric regularity along image edges is an anisotropic regularity, conventional wavelet bases can only exploit the isotropic regularity on square domains. An image can be differentiable in the direction of the tangent of an edge curve even though the image may be discontinuous across the curve. Bandlet transform [26] exploits such anisotropic regularity. Bandlet bases construct orthogonal vectors elongated in the direction of the maximum regularity of a function. The earlier bandlet bases [27,28] have been improved by a multi-scale geometry defined over wavelet coefficients [29,30]. Indeed, bandlets are anisotropic wavelets warped along the geometric flow.

Considering the Alpert transform as a polynomial wavelet transform adapted to an irregular sampling grid, one can obtain vectors that have vanishing moments on this irregular sampling grid. This is the principal need to approximate warped wavelet coefficients. Only a few vectors of Alpert basis can efficiently approximate a vector corresponding to a function with anisotropic regularity. This bandletization using wavelet coefficients is defined as

\[ b_{j,k}^l(x) = \sum_{p} a_{j,n} p \psi_{p,l}^k(x), \]

where \( j \) and \( k \) represent wavelet scale and orientation, respectively. The \( a_{j,n} p \) are the coefficients of the Alpert transform where \( l \) is the scale and \( n \) is the index of the Alpert vector. In essence, \( a_{j,n} p \) are the coordinates of the bandlet function \( b_{j,k}^l \). These coefficients strictly depend on the local geometric flow. Bandlet coefficient are generated by inner products \( \langle f, b_{j,k}^l \rangle \) of the image \( f \) with the bandlet functions \( b_{j,k}^l \). The set of wavelet coefficients are segmented in squares \( S \) for polynomial flow approximation of the geometry. For each scale \( 2^l \) and orientation \( k \), the segmentation is carried out using a recursive subdivision in dyadic squares. A square \( S \) should be further subdivided into four sub-squares, if there is still a geometric directional regularity in the square. Apparently, only for the edge squares, the adaptive flow is needed to be computed to obtain the bandlet bases. The geometry of an image evolves through scales. Therefore, for each scale \( 2^l \) of the orientation \( k \) a different geometry \( I_{j,k} \) is chosen. The set of all geometries \( \{ I_{j,k} \} \) represents the overall geometry of an image. Each member of this set is in fact a geometry value associated to one segmentation square \( S \). For details about bandlets the reader is referred to [26].

The image inpainting problem may be formulated as follows. An image \( I \) contains a set of missing pixels indicated by \( \Omega \) and a source \( \Phi = \{ x | x \neq \Omega \} \) area. The goal is finding an image \( I \) such that \( I(x) \) is equal to \( I(x) \) for the pixels that belong to \( \Phi \), i.e., \( I(x) = I(x) \) \( \forall x \neq \Omega \) while the overall geometry of \( I \) has the same geometrical regularity as that of \( I \) in \( \Phi \). In the presence of additive noise \( \omega \) we have the image \( f \) with missing pixels as \( f = I + \omega \) where

\[ \theta I(x) = \begin{cases} 0 & \text{if } x \in \Omega \\ I(x) & \text{if } x \in \Phi. \end{cases} \]
A sparsity-based regularization solution for the inverse problem
\[ f = \theta l + \omega \] was proposed in [31] as
\[ l = \arg \min_{\beta} \frac{1}{2} \| f - \theta g \|^2 + \lambda \sum_k |(g, \psi_k)|. \] (3)

This minimization has been used with the orthogonal wavelet bases \( \psi_k \) for denoising [31] where the value of \( \lambda \) is chosen based on the level of noise and can be set to 1 for a noise-free image. Considering the bandlets as anisotropic wavelets warped along the geometry flow, we substitute the conventional wavelet bases of Eq. (3) with the bandlet bases introduced in Eq. (1) as
\[ l = \arg \min_{\beta} \frac{1}{2} \| f - \theta g \|^2 + \lambda \sum_{j,l,k} |(g, b_{j,l,k})|. \] (4)

where similar to Eq. (1), \( k \) and \( j \) are the number of orientations and scales of the wavelets, and \( l, n \) are the sampling grid parameters in the Alpert transform employed in the bandlet transform. As discussed in the next section, our video inpainting scheme is subject to reconstructing the missing part of the frames generated due to occlusions and/or undesired object removal. Therefore, we avoid the noise level in the above equations (i.e., \( \omega = 0 \)) and rewrite Eq. (4) as
\[ l = \arg \min_{\sum_{j,l,k} (g, b_{j,l,k})}. \] (5)

This equation is indeed minimizing the \( \ell^1 \) norm of the bandlet image representation by which we achieve a solution for the spatial inpainting problem. In the next section, we utilize this idea to develop a 3D video volume regularization algorithm as well as the effectiveness of bandlets for blending the matching results of a best match search approach in the video completion task.

3. Spatio-temporal video completion

An important task of video completion is to fill in large missing regions produced by object occlusion or undesired object removal. The large missing region completion cannot be carried out well by simply applying PDE, regularization, or other interpolation based methods. On the other hand, in the exemplar-based methods, finding a reliable area around the missing parts and also finding a proper match in the source frames toward the end of the process reduces the accuracy of the results. Therefore, a video inpainting technique is proposed here that benefits from both an exemplar-based patch matching and a sparsity regularization scheme. The process starts looking for best candidates that match a patch \( \Psi_p \) on the border of the missing region. The N best retained matching patches in the whole sequence (Fig. 1) are then fused and the resulting data replaces the missing part of the border patch. In case there is no proper match for the border patch, i.e., \( N = 0 \), the border patch is kept unchanged for a further process by the 3D video volume regularization to generate the final inpainting result.

A 3D patch centered at \( p \) on the border \( \partial \Omega \) of the source \( \Phi \) and missing \( \Omega \) regions is denoted by \( \Psi_p \), as depicted by red in Fig. 1. We search for the best match of \( \Psi_p \) in the \( \Phi \) of the whole frames. The best match \( \Psi_p^* \), is found using sum of squared differences (SSD)
\[ \Psi_p^* = \arg \min_{\Psi_p} \text{SSD}(\Psi_q, \Psi_p), \] (6)
\[ \text{SSD}(\Psi_q, \Psi_p) = \sum_{(x,y,t)} \| \Psi_p(x, y, t) - \Psi_q(x, y, t) \|^2, \] (7)

where for each RGB pixel located at \( (x, y) \) in the source region \( \Phi \) of frame \( t \) we have a vector containing 5 elements \( (R, G, B, u, v) \). Considering \((Y_t, Y_s, Y_s)\) as spatial and temporal derivatives of gray-scale video \( Y, u = Y_t / Y_s \) and \( v = Y_t / Y_s \) represent instantaneous motions in \( x \) and \( y \) directions respectively [13]. The motion information is involved in the space-time patch matching in order to preserve the motion consistency.

Unlike many of the exemplar-based methods, we do not simply replace the missing portion \( \Omega \) of \( \Psi_p \) by the corresponding pixels in \( \Psi_q \). Instead, the best \( N \) matches \( B_p = \{ \Psi_{p1}, \Psi_{p2}, \Psi_{p3}, \ldots, \Psi_{pn} \} \) are fused using the bandlet transform as described in Section 3.1, then the fusion result pixel copies are clipped into the missing part \( \Omega \) of \( \Psi_p \). The idea behind using several top similar patches instead of a single patch in image inpainting was presented in [32,23] by using nonlocal means and a linear blending of the patches spatially, respectively. The reason for employing a fusion framework in our video completion scheme stems from the fact that, for other border patches \( \Psi_p \) spatio-temporally near \( \Psi_q \), that have many pixels in common with \( \Psi_q \), the resulting set \( B_p \) would have many matching patches in common with \( B_q \) of \( \Psi_p \). Therefore, their results of fusion can be very similar. Consequently, the results of inpainting for spatio-temporally close regions become reasonably consistent both spatially and temporally.

The value of \( N \) is determined using a threshold value \( \tau \). If SSD of a patch \( \Psi_q \) and \( \Psi_p \) is lower than \( \tau \), \( B \) saves \( \Psi_p \). The value of \( \tau \) should not be too large to filter out many patches and at the same time it should not be too small to keep so many of them. Based on our observations we choose 0.85 as a good value for this threshold. This value may vary depending on the patch size. Also, \( N \) should not be too large to avoid unnecessary fusions. In our experiments \( N \) is limited to \( N \leq 10 \). It is worth noting that the number obtained for \( N \) indicates the degree of reliability of the best matching patches found for \( \Psi_p \). A lower value of \( N \) means \( \Psi_p \) is not frequently repeated in the entire frames and consequently the obtained matches are not quite reliable for \( \Psi_p \). This case happens frequently in inpainting of scenes captured by a static camera where the goal is reconstructing the missing region after a stationary object removal. Therefore, we leave a border patch \( \Psi_p \) intact once the length \( N \) of its \( B_p \) set is 0 (i.e., \( \forall \Psi_q \notin \Phi \). 

\[ \text{SSD}(\Psi_p, \Psi_q) > \tau. \] This priority of filling-in process is very important in the exemplar patch matching. We give the highest priority to a border patch \( \Psi_p \) that contains more reliable pixels, lies on the continuation of textures and also lies on the moving regions of the video comparing to other patches. The reliability of pixels in the border patch is measured by the confidence value given by
\[ C(p) = \left( \sum_{q \in \Psi_q \cap \Phi} C(q) \right) / ||\Psi_p||. \] (8)

This parameter is adopted from [7] for the 3D patches, where \( ||\Psi_p|| \) is the volume size of \( \Psi_p \). In this equation and the equations that appear hereafter, \( \Psi_p \cap \Phi \) indicates pixels of the border patch \( \Psi_p \) that lie in the source pixels \( \Phi \) of the video. In the initialization, the confidence value is set to 1 for the pixels in the source region and 0 for the pixels in the missing area, i.e. \( C(p) = 0 \) and \( C(p) = 1 \) if \( p \in \Phi \). A patch centered at \( p \) on the border \( \partial \Omega \) with already more filled-in pixels has a larger confidence than those of other

Fig. 1. Fusion strategy of patch matching results in a 3D volume video. \( \Psi_q \) lies on the missing region border. \( \Psi_{q1}, \ldots, \Psi_{qN} \) are the \( N \) most similar patches to \( \Psi_q \) and \( \Psi_p \) is the patch fusion result.
patches. The number of edge pixels can be used to measure the structural information contained in the patch. This is obtained by means of the already computed spatial derivatives $Y_x$ and $Y_y$. Suppose $Y_x$ and $Y_y$ represent 0-1 maps of thresholded horizontal and vertical derivatives of the entire frames, respectively. Instead of manually defining threshold values to generate these two binary maps, Otsu’s method can be used to find a proper threshold. Then, the structural data value of $\Psi_p$ is defined as

$$D(p) = \left( \sum_{\Phi \neq \Phi} Y_x(q) \vee Y_y(q) \right) / |\Psi_p|.$$  \hfill (9)

Similarly, $\tilde{Y}_i$ that contains 0-1 maps of temporal derivatives is used to determine the motion data value of a border patch,

$$M(p) = \left( \sum_{\Phi \neq \Phi} \tilde{Y}_i(q) \right) / |\Psi_p|.$$  \hfill (10)

A high value of $D$ means that the patch is placed on the continuation of a highly textured region. Also, a large value of $M$ indicates a large number of moving pixels with large motion vectors in the border patch. The priority of a border patch is obtained as follows

$$P(p) = C(p) \times D(p) \times M(p).$$  \hfill (11)

A border patch $\Psi_p$ with the highest $P(p)$ is chosen from the whole frames to be filled-in first. Once the patch matching is carried out, the confidence value is updated as $C(p) = \sigma C(p)$ where $0 < \sigma < 1$. The derivative matrices $Y_x$, $Y_y$ and $\tilde{Y}_i$ are also updated by copying the derivative values of $\Psi_p$ into the corresponding locations in $\Psi_p \cap \Omega$. Then the process is repeated for a new highest priority border patch until there is no border patch unprocessed.

The resulting video sequence containing unfixed regions (i.e., those with unreliable matches) are passed to the sparsity regularization inpainting stage for further processes as discussed in Section 3.2.

3.1. Patch fusion

Multi-scale decomposition (MSD) based image fusion schemes, especially wavelet-based ones, have a great performance compared to regular methods [33]. However, as discussed in Section 2, due to its capability to capture more complicated geometric flows and structural information in images, the bandlet transform is much more appropriate than wavelet transform for analysis and synthesis of edges and textures [34]. Hence, we design a fusion scheme based on bandlets to blend the best patch search results.

Fig. 2 shows the proposed image fusion scheme. Consider $I_1$ to $I_M$ as $M$ images of a single scene captured from $M$ different sources (e.g., cameras, sensors, etc.), the bandlet transform is applied on each $I_i$ to obtain the geometric features $\Gamma_i$ in the form of real numbers and bandlet coefficients $C$ of each image. Now we need to generate a fused set of geometry flows and bandlet coefficients.

The fused geometry flow set $\Gamma_f$ is computed as follows

$$\Gamma_f = \frac{\sum_{i=1}^{M} \Gamma_i}{\sum_{i=1}^{M} 1}.$$  \hfill (12)

It is worth mentioning that the bandlet coefficients $C$ and the geometric features $\Gamma$ are produced for $l$, $n$, $j$, $k$ scales and orientations of Eq. (1).

The inverse bandlet transform is performed on $\Gamma_f$ and $C_f$ in order to generate the fused image from the $M$ source images. Fig. 3(d) shows an example of the bandlet based fusion result for 3 source images, where Barbara’s image is manually blurred and the resulting images are considered as the source images depicted in Fig. 3(a)–(c).

Now consider the set $B_p$ of the $N$ best matching patches obtained for $\Psi_p$ in the proposed video inpainting technique in Section 3. Each $\Psi_p$ of $B_p$ has a size of $X \times Y \times T$. The corresponding spatial planes of patches in $B_p$ are fused using the aforementioned fusion method to produce the resulting inpainting patch $\Psi_p^f$, i.e.,

$$\Psi_p^f(t_1) = \text{fuse} \left( \Psi_p^1(t_1), \Psi_p^2(t_1), \ldots, \Psi_p^N(t_1) \right)$$

$$\vdots$$

$$\Psi_p^f(t_r) = \text{fuse} \left( \Psi_p^1(t_r), \Psi_p^2(t_r), \ldots, \Psi_p^N(t_r) \right)$$  \hfill (14)

where $\Psi_p(t_l)$ represents all the $X \times Y$ pixels at time index $t_l (1 \leq t_l \leq T)$ in the patch $\Psi_p$. This fusion scheme takes more structural information into account than simply copying the source ($\Phi$) pixels of the best match $\Psi_p^1$ to produce the final inpainting result. Besides, as mentioned earlier such patch fusion strategy followed the introduced search process, helps gain more visual consistency.

3.2. Spatio-temporal regularization using bandlets

**Algorithm 1. Bandlet-based 3D video volume inpainting**

1: $i = 0$ and $V_i^{0} = y$
2: while $|V_i^{i+1} - V_i^{i}| > \varepsilon$
3: Find $V_i$ using Eq. (16)
4: for $z = 1 \rightarrow X \times Y \times T$ do [Update the estimate; $V_i^{i+1} = T_p(V_i^{i})$]
5: Bandlet transform on $V_i^{z}$
6: Soft-thresholding Eq. (17) on $V_i^{z}$ bandlet coefficients
7: Generate $V_i^{i+1}$ by inverse bandlet transform
8: end for
9: $i \leftarrow i + 1$
10: end while

Fig. 3. Fusion result for 3 different source images of Barbara. (a)–(c) Source images. (d) Resulting fused image.
As a result of the $N$ best patch matching strategy, the unreliable border patches (i.e. those that less likely have a match in the whole sequence or those less frequently are repeated in the frames) are recognized by the inpainting system. These kinds of patches remain unchanged in the first inpainting stage and are passed to the 3D regularization procedure introduced in the following paragraphs.

Considering the 2D minimization problem introduced in Eq. (5) as an exhaustive optimization, we adopt the soft-theresholding algorithm which has been used as a solution for multi-scale wavelet representation inverse problems such as denoising [35].

The overall geometry is supposed to be fixed for an estimate of the original video. The soft-theresholding function is carried out iteratively for the minimization of Eq. (5) for each plane in the 3D volume video. At each iteration, the estimate video $V^{i+1}$ is updated as follows

$$V^{i+1} = T_B(V^i),$$

$$V^i = \begin{cases} V(x) & \text{if } x \in \Omega \\ y(x) & \text{if } x \in \Phi. \end{cases}$$

Pixels of the original video volume are represented by $y(x)$ in the above equation. $T_B$ denotes the soft-theresholding function performed in the bandlet domain for each existing plane in $V^i$ defined as

$$T_B(f_z) = \sum_{j,l,k} t_1((f_z, h_{j,l,k})) b_{j,l,k},$$

where $f_z$ denotes each existing plane in the video volume. For a 3D volume consisting of $T$ frames of $X \times Y$ pixels, we consider $T$ planes along the time, $X$ planes along horizontal and $Y$ planes along vertical directions. $t_1(x) = \max(0, 1 - \frac{x}{y})$ and the value of $x$ goes to 0 as the iteration number increases. $b_{j,l,k}$ represents the bandlet functions of various scales and orientations as in Eq. (1).

Algorithm 1 presents the details of the minimization procedure to inpaint a video volume. This algorithm stops once the difference between two consecutive estimates is less than a small value $\varepsilon$. One may think of applying this algorithm on each frame independently as the inpainting task. Obviously, in a video sequence the flow of motions and trajectories is very important and needs to be considered in the inpainting task to preserve the consistency. Fig. 4(a) displays the resulting video of the exemplar-based repair stage done on the original video of Fig. 7(c). This video contains black holes representing unfixed patches. Rotating the video volume around the $Y$ axis, one can see the video volume $T-Y$ planes. As seen for example in the $T-Y$ plane of $X = 145$ in Fig. 4(b), pixels of the missing region do not only lie on the spatial geometric flows but also those along the time direction. As a consequence, in each iteration of Algorithm 1, the regularization is carried out on planes $X-Y$, $T-X$ and $T-Y$ denoted by $V_t^i$. Due to limitations of a 3D illustration, the inpainting result for only a single frame is shown in Fig. 5.

### 4. Experimental results

Several video sequences, including some that are provided in [11,9] are used to evaluate the proposed video inpainting method. This set of videos contains sequences captured by both static and moving camera. The resolution of each video sequence is $320 \times 240$. The intermediate results of the proposed two-stage video completion technique performed on a sample video sequence for one of its frames are presented in Fig. 6. In the implementation, the following settings are used:

- The size of each patch is $9 \times 9 \times 5$ in the patch matching process.
- $\varepsilon$ is set to 0.5 for confidence update.
- $t$ is set to 0.85 to choose the $N$ top matching patches.
- Gray-scale values of the RGB frames are found by $(R + G + B)/3$ whenever needed like instantaneous motion calculation.
- Considering a border patch $\Psi_p$ centered at $p = (x, y, t)$, the search range is reduced to $x - 50 < x < x + 50$, $y - 50 < y < y + 50$ and $t - 7 < t < t + 7$ in the video sequence in order to avoid unnecessary search. This does not negatively
affect the patch matching result, since most likely the best patches for an arbitrary patch exist in its adjacent space and time locations.

The details of the bandlet transform applied in our technique are as follows:

- Number of scales \( j \), on which geometry is computed, is set to 3.
- The introduced scale factor \( l \) by Alpert transform in the bandlet-ization (Section 2) is set to 4.
- Orthogonal wavelets are used in the bandletization.
- In the wavelet transform, Daubechies wavelets are employed.
- A fixed size \( 8 \times 8 \) segmentation is employed instead of the complex dyadic segmentation introduced in Section 2.

Fig. 7 depicts the results of our video inpainting scheme on different sequences. These videos are selected from TV, video games, and also captured by a digital camera. The objective in the sequence of Fig. 7(a) is to remove the stationary object and fill-in its missing region with proper data. Since the camera and the removed object are static, as discussed in Section 3, there is not much information about what was behind the object in the whole sequence. Therefore, the inpainting result is mostly produced by 3D regularization rather than patch matching. Other examples illustrated in Fig. 7 depict inpainting results of videos containing camera motions. In all cases, the proposed method performs the completion task quite well. In order to gain insight into the effect of each step of the proposed video completion scheme, several analyses are next presented as well as a comparison with two state-of-the-art methods.

4.1. Effects of patch fusion and 3D regularization

As mentioned before, the \( N \) best patch sorting and fusion results in a better performance in comparison to conventional patch replacement. We show this by means of a quantitative comparison.

A manual damage is generated on an original video sequence. Then, the damaged video is completed by the spatio-temporal video completion approach presented in Section 3. The completion is performed once without patch fusion, i.e., replacing the missing parts of a border patch by the corresponding pixels of the best matching patch. The spatio-temporal completion is carried-out once again by applying the introduced patch fusion technique. However, since the second stage of our proposed method (i.e., 3D regularization) is not applied in this experiment, we simply avoid the threshold \( \tau \) (used to find \( N \)) and set \( N = 5 \). Then, for both cases, the difference of the completion result of the damaged video and the original video sequence is observed by computing the MSE value for the corresponding frames of the original and the completion result video sequences. Fig. 8(a) shows a frame of the video chosen for evaluation which is damaged as in Fig. 8(b) and then completed as in Fig. 8(c) and (d).

The plot indicated as “Exemplar Bandlet-Based Patch Fusion” in Fig. 9 shows mean square error (MSE) graph of all the 50 frames of the original video and the spatio-temporal completion result sequence using the bandlet based patch fusion. Obviously, the MSE value of the fusion-based completion for almost all the frames is lower than that of the conventional exemplar-based completion scheme labeled as “Exemplar-based” in Fig. 9. In order to show the performance of the proposed bandlet-based patch fusion technique in video completion tasks, the experiment is performed another time using another image fusion technique. A patch fusion scheme similar to Section 3.1 is considered for a well-known image fusion technique based on wavelets introduced in [36]. Then, the completion task is performed by means of the exemplar-based platform applying this fusion technique. Similar to the wavelet stage of the bandlet transform, Daubechies wavelets are employed in this wavelet-based patch fusion scheme. The resulting MSE values of all the generated frames using this method are presented as the “Exemplar-based Wavelet patch Fusion” plot in Fig. 9. The plots shown in Fig. 9 indicate visually pleasing completion results for the bandlet-based patch fusion scenario compared to simply replacing...
the missing region by the best matching patch and also using an effective fusion method [36] based on wavelets.

Similar experiments are carried out in order to evaluate the effectiveness of bandlet-based 3D regularization in the inpainting task. This time, the proposed two-stage video inpainting method is carried-out for the video sequence of Fig. 8. In other words, the damaged video of Fig. 8(b) has been inpainted using spatio-temporal patch-fusion followed by the 3D regularization step in order to refine the results and also to preserve the visual consistency (Fig. 8(e)). The corresponding MSE plots in Fig. 9 show a higher performance for the proposed video completion method compared to using solely the patch fusion scheme or the convectional exemplar-based video inpainting technique presented in Section 3. It is worth mentioning again that the regularization methods are not practical for large regions due to the blur effect they impose on the resulting frames [7]. However, as presented here a precise combination of a regularization-based method and an exemplar-based method can result in a higher accuracy. The majority of the run-time of our algorithm is spent on bandlet transform which lacks an optimized implementation since it is relatively new. Therefore, it is not straightforward to discuss the complexity in a precise way that can be presented in this paper. With the preset implementation the run-time may be around 3 h to finish a completion task for a typical video employed in our experiments. The run-time improvement is a challenge to be addressed in a future work.

4.2. Comparison with state-of-the-art methods

The performance of video inpainting/completion methods is generally evaluated subjectively. However, we use MSE to evaluate
the effectiveness of our method as done in our previous experiments. A manual damage is produced on an original video sequence. Then, the result of the completion method on the damaged video is compared with the original video sequence by computing the MSE value for the corresponding frames of the original and the completion result video sequences. Fig. 10(a) shows a frame of the video chosen for evaluation which is damaged as in Fig. 10(b) and then completed as in Fig. 10(c). The green plot in Fig. 11 shows the MSE graph of all the 47 frames of the original video and the completion result sequence using the proposed method. For almost all the frames, the MSE value is low, indicating visually pleasing completion results.

We compared our approach to two well-known video completion methods introduced in [9,18]. Fig. 12 shows a sample frame of a video sequence processed by these two methods as well as by our technique. We performed the same MSE graph generation i.e., computing MSE for the completion results and the original sequence. The produced graphs are depicted in Fig. 11. The graphs and the computed average MSE values of all the frames indicate a high performance for our proposed method compared to these two methods. Despite the crucial importance of temporal consistency in video completion, to the best of our knowledge, none of the existing techniques have been evaluated objectively in the literature in this sense. This is due to the fact that there is no standard temporal quality measurement framework designated for video inpainting. Here, we employ the spatio-temporal most apparent distortion (STMAD) model to analyse our approach with regards to temporal consistency [37]. In fact, the extension of the still image-based most apparent distortion (MAD) model [38] by taking the motion information between frames into account is the main idea of STMAD. Table 1 presents STMAD values obtained for the completed videos by the three different techniques. The STMAD is calculated between the inpainted video and the original one of Fig. 10. The obtained values are normalized to the range of 0 to 1 and then they are subtracted from 1. Hence, a higher value in the table indicates a better consistency. As the table indicates, our approach has the highest value for STMAD and consequently the computed average MSE values of all the frames indicate a high performance for our proposed method compared to these two methods. Despite the crucial importance of temporal consistency among the other methods, this high performance is largely credited to the effective role of bandlets in the patch-fusion scheme in the spatio-temporal completion and the 3D regularization and a good combination of these two different stages.

5. Conclusions

We have presented a video inpainting approach that effectively benefits from the geometric features represented by bandlets. The conventional exemplar-based video completion is modified and followed by a 3D regularization in order to perform the inpainting task. The patch search is carried out using the pixel values and instantaneous motion information. Then, the best matching patches are blended by a bandlet-based fusion framework to fill in the border patch. The fusion procedure employs the geometric flows and texture structures revealed by the bandlet transform. Afterwards, since some patches remain unchanged in the generated video, a 3D regularization based on bandlets refines the inpainting results. This is performed by enforcing the sparseness of the bandlet image representation through a minimization over the bandlet coefficients. The minimization is done iteratively by a soft-thresholding scheme in the video volume.

Unlike many existing video completion methods, our approach does not require background/foreground segmentation, decomposition of motion layers, tracking and/or optical-flow mosaics computation. Moreover, the experimental results indicate a high performance of our video inpainting approach in preserving the spatio-temporal consistency, and consequently in reconstructing the videos visually pleasingly.
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Table 1
Temporal consistency evaluation. STMAD obtained for each resulting video using different video completion techniques.

<table>
<thead>
<tr>
<th>Method</th>
<th>Patwardhan et al. [9]</th>
<th>Tang et al. [18]</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>STMAD</td>
<td>0.501</td>
<td>0.484</td>
<td>0.601</td>
</tr>
</tbody>
</table>


