Lecture 3

Sampling and
Reconstruction
of Signals




Sampling

» To use digital signal processing techniques on continuous-time signals, we
need to them into a sequence of nhumbers. This is done by taking samples of
the analog signal periodically (one evert T seconds):

x(n) = x,(nT), —00 < N < 00

» The sampling frequency F; = 1/T has to be large enough so that the signal
can be recovered from the samples x[n]. The limit is the Nyquist rate that is
twice the highest frequency of the analog signal. That is, if the highest
frequency of the signal is B Hz. the sampling rate need to be greater than (or
at least equal to) 2B samples per second.




Sampling

» If the signal x,(t) is an aperiodic signal with finite energy, its spectrum is:

o0
Xl ) = [ x:(1)e "I
— 00

» And it can be recovered from its spectrum using:

o0
x, (1) = / X, (F)e!Z ' dF

0.




Sampling

» The spectrum of a discrete-time signal is:

X () = Z x(n)e /en

n=-—0Q
» Or equivalently,

X(f)= Z x(n)e~J2min

n=—0oo




Sampling

» The signal x[n] can be recovered from the spectrum:

1 [ .
x(n) = — f X(w)e!"dw
2w J_,

1/2 o
= f X(frel* " df
—1/2

The relationship beteen time in analog domain (t) and digital domain (n) is:

P==fl =

n
Fy



Sampling

» In fact x[n] represents a sequence of samples of the analog signal at time nT:
0. @

x(n) = x,(nT) = f X, (Fel#nFflks g |8

—0Q
So,

1/2 00
[ X(f)eJZan df=[ Xa(F)eJZR'nF/Fs dF
~1/2 e
The relationship between analog and digital frequencies is:

F

I=%




Sampling

F
> Substitutingf =—— —— inthe equality in the previous slide, we get:
8)
e ' > :
7 X (F)e/*""t/Fs dF 2[ X, (F)e/nFIFs gF |
Fs J_Fyp2 "

» The right-hand side can be written as,

o . 00 (k+1/2) F, | .
[ Xa(F)ejznnF/Fs dF = Z / Xa(F)eJZJmF/Fs dF
- (k—1/2)F;

k=—00




Sampling

» We observe that X,(F) in the interval (k — %) F; to (k + %) F; is identical to
X,(F — kF,) in the interval —F;/2 to F; /2, so:

o0 (k+1/2)Fs ' 00 Fg/2 _
> f X Pyl g = ¥ f Xo(F — kFy)el™F/Fs g F
oo (k—=1/2)F oo Y —Fs/2
Fs/2 [ } .
= Y Xo(F —kF,) | e/ FIFs
—Fs/2 _k=—00 -
We have used the fact that




Sampling

» Comparing the equations in the previous two slides, we get,

X(F)=Fs ) Xa(F —kF)
: k=—00

» Or equivalently, o0
X(f)=F ) Xa(f —kF]
k=—00

» Soif F, = 2B, that is, if the sampling rate exceeds the Nyquist rate, the
analog signal, then the analog signal can be recovered from the samples,

X(F)::-"Ear(F), IFlst/z




Reconstruction

» Given the sampled signals spectrum X(f), we get,

1
X, (F) = { ',?;X(F)s |F| =< Fy/2
0, |F| > F,/2

» From Fourier transform,

oo
X(Fy= Y_ x(n)ye />
n=—oQ
» We have

Fys/2 _
X5(1) =f Xa(F)eJZJrFt A F
—Fs/2




x,(1) -_

Reconstruction

(a)
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Aliasing: F, < 2B

X,(F)
F
-B 0 B
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1] FXIF-F)
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Illustration of aliasing around the folding frequency.




Reconstruction: F, > 2B

1 F:v/z [
Xq(1) = E—[ Z x(n)e"ﬂ”"/r‘

~Fs/2 |, ]
1 o0 Fs/z
G Z x(n) e_]ZJrP(i—n/F.,) dF
F
' n=—oc —Fs/2

- sin(w/T)(t —nT)
2 xa ) T




Reconstruction: F, > 2B
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Sampling: Example

» Speech Signals mainly contain components in frequencies less that 3400 Hz.
So, 6800 samples per second is the minimum sampling rate. To make
reconstruction easier (less sharp filters) 8000 samples are taken per second.
That is one sample every T = 1 us (micro-seconds).

» Audio contains frequencies up to 20 kHz. So minimum is 40,000
samples/sec. Usually 44.1 k samples are taken each second.

» Video: The number of samples for a video signal depends on the number of
pixels (picture elements) per frame and the number of frames per second.




Discrete-Processing of Analog Signals

» First the analog signal is digital signal using Analog-to-Digital (A to D or A/D)
converter, then it is processed by the Discrete-Time (most often Digital)
system and then reconverted to Analog using D/A converter.

ol
A.nalog Prefilter XDy Ideal x(n) Discrete-time (n) Ideal
signal | A/D system D/A
I
] T
|
___F g

System for the discrete-time processing of continuous-time signals.




Quantization

After sampling a source whether audio or video, we need to
convert the voltage level obtained into a finite number of values
so that we can represent each sample of the audio signal or each
pixel with a finite number of bits.
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Quantization

An input sample x is mapped into a discrete level X. §
So, the quantization erroris e = x — . The average
squared error (MSE) will be,

of = E[(x — %)*]

= [, (x — 2)*p(x)dx
=3 fit (- q)?plx)dx.
Where t;, i = 0,1, ...,L are the thresholds and

qi. i = 1,...,L are the discrete level value. That is if
t 1 <X <t thenf = g;.




Quantization

» For a uniform source e is uniformly distributed
between —% and %.
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Quantization Error

* So,

Q
g Llog ws. @F

0F = Qf_%e de = =.

Let the peak-to-peak value of the signal be 2V, i.e., t; = —V and
2V vz V2

ty =+V.Then Q = & and g4 = 1F "
Where n = log, L is the number of bits required for representing
L levels of the ADC.

Denoting the signal power by JSZ, we have the signal-to-

quantization-noise rafio (SQNR) in dB as:
2

30¢
SONR =10log{ —-| + 6n.

VZ




Quantization Error : Example

* Exercise :a)Find the SQNR in dB for a sinusoidal signal with
amplitude A quantized with an 8 bit uniform quantizer.

b) Find SQNR for a Gaussian source quantized with an 8 bit
uniform quantizer. The probability of overload should be
less than 1%.




