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P \ —The noise voltage in an electric circuit can be modeled as a Gaussian random
variable with mean equal to zero and variance equal to 1078,

1. What is the probability that the value of the noise exceeds 10~*? What is
the probability that it exceeds 4 x 10™*? What is the probability that the
noise value is between —2 x 10™% and 10747

2. Given that the value of the noise is positive, what is the probability that it
exceeds 10742

3. This noise passes through a half-wave rectifier with characteristics

x, x>0
g(x)={03 X <0

Find the PDF of the rectified noise by first finding its CDE. Why can we not
use the general expression in Equation (4,1.10) here?

4. Find the expected value of the rectified noise in the previous part.

+3. Now assume that the noise passes through a full-wave rectifier defined by
g{x) = |x|. Find the density function of the rectified noise in this case.
What is the expected value of the output noise in this case?

P 2= LetY bea positive valued random variable; i.e., fr(y) =0fory < 0.

1. Let ¢ be any positive constant. Show that P(¥ >q) < £ (Markov
inequality). *

2. Let X beany random variable with variance &2 anddefine ¥ = (X — E[X])*
and @ = €2 for some e. Obviously the conditions of the problem are satisfied
for ¥ and & as chosen here. Derive the Chebychev inequality
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POX - EIX]|>¢) < 2
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P 3 =Show that for a binomial random variable, the mean is given by np and the
variance is given by np(1 — p).

P 4~ —Two random variables X and Y are distributed according to

Ke™, x>2y>0
0, otherwise

fX,Y(xs y) = {

» Find the value of the constant K.
- Find the marginal density functions of X and 7.
- Are X and Y independent?
. Find fX!y(x ly)
. Find E[X Y = y].
6. Find COV(X, ¥) and Ox.7¥.
P 5' — Random variables X and Y are jointly Gaussian with
4 —4
c=[% ]
1. Find the correlation coefficient between X and Y.
2. fZ=2X+Yand W = X — 27, find COV(Z, W).
3. Find the PDF of Z.
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P 6 — Two random variables X and ¥ are distributed according to

x2+y2
%e‘ 7, xy=0

fx,y(x,y)={0 v <0

]

. Find K.
Show that X and ¥ are each Gaussian random variables.

Show that X and Y are not jointly Gaussian.
Are X and Y independent?

Are X and Y uncorrelated?

Find fx (x1y). Is this a Gaussian distribution?
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1. f(z) =sin2n fy7).

2. flr) =12

-] |z} =1
3. ('L‘ ={ -
TO= it ey >

4. f(r) as shown in Figure P-4.40.
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Figure P-4.40

P &~ The random process X (¢) is defined by
X = X cos2afot + Y sin2mfit

where X and Y are two zero-mean independent Gaussian random variables each

with variance o2,

1. Find myx(2).

2, Find Rx(t + 7, t). Is X (¢) stationary? Is it cyclostationary?
3. Find the power-spectral density of X (z).

4. Answer the above questions for the case where o3 = o7
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