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Abstract

This paper proposes a multi-objective optimization model for redundancy allocation for multi-state series–parallel systems. This model seeks to maximize system performance utility while minimizing system cost and system weight simultaneously. We use physical programming as an effective approach to optimize the system structure within this multi-objective optimization framework. The physical programming approach offers a flexible and effective way to address the conflicting nature of these different objectives. Genetic algorithm (GA) is used to solve the proposed physical programming-based optimization model due to the following three reasons: (1) the design variables, the number of components of each subsystems, are integer variables; (2) the objective functions in the physical programming-based optimization model do not have nice mathematical properties, and thus traditional optimization approaches are not suitable in this case; (3) GA has good global optimization performance. An example is used to illustrate the flexibility and effectiveness of the proposed physical programming approach over the single-objective method and the fuzzy optimization method.
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1. Introduction

Traditional reliability theory assumes that a system and its components may take only two possible states, working or failed. However, many practical systems can actually perform their intended functions at more than two different levels, from perfectly working to completely failed. These kinds of systems are known as multi-state systems [1]. A multi-state system reliability model provides more flexibility for modeling of system conditions than a binary reliability model. Many performance measures of multi-state systems have been proposed, and one of the most popular performance measures is system performance utility [2].

In practical situations involving reliability optimization, there often exist mutually conflicting goals such as maximizing system utility and minimizing system cost and weight [3]. Current multi-state optimization models treat one goal as the objective function of the optimization model and the other goals as constraints. Levitin et al. [4] studied the redundancy optimization problem for series–parallel multi-state systems, and the model they used aimed at minimizing the system cost under the constraints of system availability. Levitin and Lisnianski [5] presented a structure optimization approach for multi-state systems with two failure modes. They proposed two optimization problem formulations: one aims at maximizing system availability and the other aims at providing the maximal proximity of the expected system performance to the desired levels for both the open mode and the close mode, while satisfying the system cost and reliability requirements. Liu et al. [6] presented a neural network approximation approach for optimal design of continuous-state parallel-series systems, so as to reduce the computational complexity in the utility evaluation of continuous-state systems. Their model was built to maximize system utility subject to system cost constraints.

However, it is very difficult to specify in advance the constraint values for the goals used as constraints. After a solution is obtained, we often need to modify these...
Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{g}_i$</td>
<td>class function of objective $i$</td>
</tr>
<tr>
<td>$g_{ij}$</td>
<td>boundary value of preference ranges for objective $j = 1, 2, \ldots, 5$</td>
</tr>
<tr>
<td>$N$</td>
<td>number of subsystems (stage)</td>
</tr>
<tr>
<td>$S_i$</td>
<td>subsystem (stage) $i$, $1 \leq i \leq N$</td>
</tr>
<tr>
<td>$n_i$</td>
<td>number of components in $S_i$</td>
</tr>
<tr>
<td>$h_i$</td>
<td>component version in $S_i$</td>
</tr>
<tr>
<td>$H_i$</td>
<td>the number of types of components available for $S_i$</td>
</tr>
<tr>
<td>$M$</td>
<td>the maximum state level of the components and the system</td>
</tr>
<tr>
<td>$x_{ij}$</td>
<td>the state of component $j$ of subsystem $i$</td>
</tr>
<tr>
<td>$p_{ik}$</td>
<td>probability of a component of subsystem $i$ in state $k$</td>
</tr>
<tr>
<td>$x$</td>
<td>a vector representing the states of all components in the multi-state system</td>
</tr>
<tr>
<td>$\phi(x)$</td>
<td>state of the system, $\phi(x) = 0, 1, \ldots, M$</td>
</tr>
<tr>
<td>$U$</td>
<td>system utility</td>
</tr>
<tr>
<td>$C$</td>
<td>system cost</td>
</tr>
<tr>
<td>$W$</td>
<td>system weight</td>
</tr>
<tr>
<td>$s$</td>
<td>state $s$ of component or system</td>
</tr>
<tr>
<td>$u_s$</td>
<td>the utility when system is in state $s$</td>
</tr>
<tr>
<td>$c_i$</td>
<td>cost function of component in $S_i$</td>
</tr>
<tr>
<td>$w_i$</td>
<td>weight function of component in $S_i$</td>
</tr>
<tr>
<td>$n$</td>
<td>$(n_1, n_2, \ldots, n_N)$</td>
</tr>
<tr>
<td>$h$</td>
<td>$(h_1, h_2, \ldots, h_N)$</td>
</tr>
<tr>
<td>$\tilde{g}_U$</td>
<td>class function of system utility</td>
</tr>
<tr>
<td>$\tilde{g}_C$</td>
<td>class function of system cost</td>
</tr>
<tr>
<td>$\tilde{g}_W$</td>
<td>class function of system weight</td>
</tr>
<tr>
<td>$U_0$</td>
<td>system utility constraint value</td>
</tr>
<tr>
<td>$C_0$</td>
<td>system cost constraint value</td>
</tr>
<tr>
<td>$W_0$</td>
<td>system weight constraint value</td>
</tr>
<tr>
<td>$\mu_U$</td>
<td>fuzzy membership function of system utility</td>
</tr>
<tr>
<td>$\mu_C$</td>
<td>fuzzy membership function of system cost</td>
</tr>
<tr>
<td>$\mu_W$</td>
<td>fuzzy membership function of system weight</td>
</tr>
</tbody>
</table>

In this paper, we present a multi-objective optimization model for redundancy allocation for multi-state series-parallel systems, which optimizes the goals of system utility, system cost and system weight simultaneously. The physical programming method is used as an effective approach to optimize the system structure within this model’s framework. Physical Programming eliminates the typical iterative process involving the adjustment of the physically meaningless weights, which is required by virtually all other multi-objective optimization methods, and thus substantially reduces the computational intensities. The DMs’ preferences are specified individually on each goal through physically meaningful values, which makes the physical programming method easy to use and advantageous in dealing with a large number of objectives. Physical programming has proved its effectiveness in addressing a wide array of multi-objective problem [15–19]. In the present application, we apply physical programming to the redundancy allocation for multi-state systems. As will be shown, physical programming offers a flexible and effective approach for the optimal design of multi-state system.

Genetic algorithm (GA) is a very powerful optimization approach [20], and it is used to solve the proposed physical programming-based optimization model due to the following three reasons: (1) the design variables, the number of components of each subsystem, are integer variables; (2) the objective functions in the physical programming-based optimization model do not have nice mathematical properties, and thus traditional optimization approaches are not suitable in this case; (3) GA has good global optimization performance. An example is used to illustrate the flexibility and effectiveness of the proposed physical programming approach over the approaches that are traditionally used in binary and multi-state redundancy allocation problems, e.g., the single-objective method and the fuzzy optimization method.
2. Physical programming synopsis

Physical programming [15] is a multi-objective optimization tool that explicitly incorporates the DM’s preferences on each design metric into the optimization process. Within the physical programming procedure, the design metrics are classified into four classes: smaller is better (i.e., minimization), larger is better (i.e., maximization), value is better, and range is better. There are two so-called class functions, one soft and one hard, with respect to each class [15]. The hard class functions are used to represent the constituent components of the aggregate objective function (to be minimized) of the optimization model. Consider for example the case of class-1 soft class function (class 1-S), the qualitative meaning of the preference function is depicted in Fig. 1. The value of the design metric, $g_i$, is on the horizontal axis, and the corresponding class function, $g_i$, is on the vertical axis. A lower value of the preference function is better than a higher value thereof.

Physical programming allows the DM to express ranges of differing levels of preference with respect to each design metric with more flexibility and specificity than by simply declaring minimize, maximize or equal to. For Class 1-S, shown in Fig. 1, the ranges are defined as follows:

- Highly desirable range: $g_i \leq g_i^{\text{des}}$
- Desirable range: $g_i^{\text{des}} \leq g_i \leq g_i^{\text{tol}}$
- Tolerable range: $g_i^{\text{tol}} \leq g_i \leq g_i^{\text{und}}$
- Undesirable range: $g_i^{\text{und}} \leq g_i \leq g_i^{\text{und}}$
- Highly undesirable range: $g_i \leq g_i^{\text{und}}$
- Unacceptable range: $g_i \geq g_i^{\text{und}}$

The parameters $g_{i1}$ through $g_{i5}$ are physically meaningful constants associated with each design metric $i$. What the DM needs to do in the physical programming framework is just to specify the values of the parameters $g_{i1}$, $g_{i2}$, $g_{i3}$, $g_{i4}$, and $g_{i5}$ for each design metric $i$, and the class function can be completely determined by these parameters. Refer to Messac [15] for the details on how to built class functions from these boundary parameters.

The range limits define the intra-criteria preference, while the “One vs. Others” criteria rule (OVO rule) describe the inter-criteria preference. Suppose there are two options: (1) full reduction for one criterion across a given preference range, say, the tolerable range; (2) full reduction for all the other criteria across the next better range, say, the desirable range. The OVO rule decides that option (1) is preferred over option (2). For example, assume that we have four criteria to be minimized, criterion 1–4. We say that the reduction of criterion 1 from the right boundary to the left boundary of the tolerable range is preferred over the reductions of criterion 2, 3, and 4 all from the right boundary to the left boundary of the desirable ranges. The OVO rule is built into the generated class function of each criterion.

Class functions also transform design metrics with disparate units and physical meaning into a dimensionless scale. The aggregate objective function is built by combining all the soft class functions. In redundancy allocation problems, there are only Class 1-S functions (to be minimized) and Class 2-S functions (to be maximized), thus the physical programming problem model has the following form [15]:

$$
\min_{x} \quad g(x) = \log_{10} \left( \frac{1}{n_{sc}} \sum_{i=1}^{n_{sc}} \bar{g}_{i}[g_i(x)] \right),
$$

subject to

$$
\begin{align*}
& g_i(x) \leq g_{i5} & \text{(for class } 1 - S), \\
& g_i(x) \geq g_{i5} & \text{(for class } 1 - S), \\
& x_{jm} \leq x_i \leq x_{jM},
\end{align*}
$$

where $x_{jm}$ and $x_{jM}$ represent corresponding minimum and maximum values, $n_{sc}$ is the number of the soft design metrics that the problem comprises.

The physical programming approach has the following characteristics: (1) it eliminates the iterative weight-adjusting process, thus substantially reduces the computational intensity; (2) the DM only needs to specify desirability ranges for each design metric, not those meaningless weights, which makes this approach very friendly to users; (3) the DM’s preferences are specified on each design metric individually, therefore, physical programming is suitable to deal with a larger number of design objectives. While in the weight-based methods, there is no reasonable way to specify the weights for the objectives in advance.

3. Physical programming-based multi-state system optimization model and solution approach

In this section, we will present the approach to evaluate the system utility of a multi-state series-parallel system, formulate the multi-state redundancy allocation problem model based on physical programming, and give the solution approach using GA for the physical programming-based optimization model.
3.1. System utility evaluation of multi-state series–parallel system

As shown in Fig. 2, a multi-state series–parallel system consists of $N$ subsystems, $S_1$ to $S_N$, connected in series. Each subsystem, say $S_i$, has $n_i$ identical components connected in parallel.

To design such a system, we need to select the type of components to use for each subsystem and determine the number of components of the selected type [4]. The following assumptions are used:

1. For each subsystem $S_i$, there are $H_i$ types of components available in the market. For a type $h_i (1 \leq h_i \leq H_i)$ component, its state probability distribution, cost and weight are specified.
2. The states of the components in a subsystem are identically and independently distributed.
3. The component and the system may be in states $x_{ij}$ for any $i$ and $j$.

The index of system utility is used to measure the performance of a multi-state series–parallel system [2]

$$U = \sum_{x \in X} u_x \cdot P_r(x) = \sum_{s=0}^{N} u_s \cdot P_r(x) = s,$$

where $U$ is the expected system utility, and $u_s$ is the utility when system is in state $s$.

$$\phi(x) = \min_{1 \leq i \leq n} \max_{1 \leq j \leq H_i} x_{ij}.$$ \hspace{1cm} (2)

And the probability that the system is in state $s$ or above ($s = 0, 1, \ldots, M$) is

$$Pr(\phi(x) \geq s) = \prod_{i=1}^{N} \left[ 1 - \left( 1 - \sum_{k=s}^{M} p_{ik} \right)^{n_i} \right],$$ \hspace{1cm} (3)

where $p_{ik} = Pr(x_{ij} = k)$ for any $j$.

The design metrics under consideration are system utility, system cost and system weight. The system utility, which is to be maximized, is described using class-2S utility, system cost and system weight. The system utility, system cost, and system weight, which are to be minimized, are both described using class-1S class function.

The multi-objective optimization model of the multi-state system is formulated as

$$\min_{n, h} g(n, h) = \log_{10} \left\{ \frac{1}{3} [\bar{g}_U(U(n, h)) + \bar{g}_C(C(n, h))] + \bar{g}_W(W(n, h))] \right\}$$

s.t. $U(n, h) \geq U_0$,

$$C(n, h) \leq C_0,$$

$$W(n, h) \leq W_0,$$

$$0 < h_i \leq H_i, \quad i = 1, 2, \ldots, N$$

$$0 < n_i, \quad i = 1, 2, \ldots, N$$

$$n_i, \ h_i \text{ are integers},$$ \hspace{1cm} (8)

where $g(n, h)$ is the aggregate objective function, $\bar{g}_U$, $\bar{g}_C$, and $\bar{g}_W$ are the class functions of system utility, system cost and system weight, respectively. $H_i$ is the number of types for component $C_i$, and $U_0$, $C_0$, and $W_0$ are the constraint values, which are equal to the boundaries of the acceptable ranges of the corresponding design metrics.

3.3. GA as a solution approach

GA is a very powerful optimization approach with two key advantages. (1) Flexibility in modeling the problem. GA has no strict mathematical requirements, such as derivative requirement, on the objective functions and constraints. The only requirement is that the objective functions and constraints can be evaluated in some way. GA is also suitable for dealing with those problems...
including discrete design variables. (2) Global optimization ability. GA has been recognized as one of the most effective approaches in searching for the global optimal solution.

The procedure of GA is as follows:

(1) **Initialization**: Set the size of population and the length of the chromosome. Set \( k = 0 \), and generate the initial population \( P(0) \).

(2) **Evaluation**: Calculate the fitness value of each chromosome of the current population \( P(k) \). Save the chromosome \( B(k) \) with the best fitness value.

(3) **Select**: Select chromosomes from the current population based on their fitness values to form a new population \( P(k+1) \).

(4) **Cross**: One point crossover is used to \( P(k+1) \).

(5) **Mutate**: Implement even mutation on \( P(k+1) \).

(6) **Duplication**: Use \( B(k) \) to replace the first chromosome in \( P(k+1) \).

(7) If the maximal iteration is reached, terminate the procedure and output the result. Otherwise, set \( k = k + 1 \), and go to step (2).

### 3.4. Strength of the proposed physical programming-based multi-state system optimization approach

The redundancy allocation problem of multi-state system is formulated as multi-objective optimization problem in this paper, because there are multiple objectives such as utility, cost and weight under consideration. The proposed multi-objective optimization model provides us a systematic framework to deal with these multiple objectives. Previous studies used single-objective optimization methods to solve such problems, with one objective as the optimization criterion and the other objectives as constraints. The single-objective optimization method is easy to understand, but it is difficult to specify these constraint values in advance. After a solution is obtained, it is often needed to modify these constraint values to find a better tradeoff between these goals. But finding the most appropriate constraint values is a trial and error process, it is time-consuming, and there is no guarantee that a satisfactory solution will be obtained in the end.

Multi-objective optimization methods have been applied to redundancy optimization of binary-state systems, and a popular one among these methods is fuzzy optimization method [10,11,13]. Fuzzy optimization method allows DM to express his or her preferences on different objectives using fuzzy membership functions. However, fuzzy membership functions are not flexible enough to clearly express DM’s preferences, and there is no internal mechanism to control the tradeoff among different objectives.

Physical programming, however, provides more flexibility for the DM to specify his or her preferences on each objective using class functions. The DM can specify different levels of preference on each objective easily. In addition, the OVO rule of physical programming provides the internal mechanism to control tradeoff among different objectives. In addition to optimizing each individual objective, physical programming will drive the optimal values of different objectives to preference ranges close to one another.

### 4. Example

An example is used to illustrate the redundancy allocation procedure for a multi-state series–parallel system using physical programming-based multi-objective optimization approach, and demonstrate the advantages of the physical programming approach over single-objective method and the fuzzy optimization method.

A multi-state series–parallel system with four subsystems is considered. The state space of the component and the system is \( \{ 0, 1, 2, 3 \} \). Suppose we have different versions of components for each subsystem, with their characteristics listed in Table 1, which gives component cost \( c(h_i) \), component weight \( w(h_i) \), and the state distribution for each component, \( p_i^0\cdots p_i^3 \). The system utility \( u_s \) with respect to the corresponding system state \( s \) is shown in Table 2.

<table>
<thead>
<tr>
<th>( S_i )</th>
<th>( h_i )</th>
<th>( p_{i0} )</th>
<th>( p_{i1} )</th>
<th>( p_{i2} )</th>
<th>( p_{i3} )</th>
<th>( c(h_i) )</th>
<th>( w(h_i) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.100</td>
<td>0.450</td>
<td>0.250</td>
<td>0.200</td>
<td>0.545</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>0.060</td>
<td>0.450</td>
<td>0.200</td>
<td>0.290</td>
<td>0.826</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.045</td>
<td>0.400</td>
<td>0.150</td>
<td>0.405</td>
<td>0.975</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.038</td>
<td>0.350</td>
<td>0.160</td>
<td>0.452</td>
<td>1.080</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.050</td>
<td>0.450</td>
<td>0.300</td>
<td>0.200</td>
<td>0.550</td>
<td>12</td>
</tr>
<tr>
<td>2</td>
<td>0.040</td>
<td>0.400</td>
<td>0.300</td>
<td>0.260</td>
<td>0.630</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.040</td>
<td>0.300</td>
<td>0.320</td>
<td>0.340</td>
<td>0.740</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.030</td>
<td>0.250</td>
<td>0.250</td>
<td>0.470</td>
<td>0.900</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.025</td>
<td>0.215</td>
<td>0.180</td>
<td>0.580</td>
<td>1.150</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.145</td>
<td>0.625</td>
<td>0.130</td>
<td>0.100</td>
<td>0.250</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>0.110</td>
<td>0.400</td>
<td>0.250</td>
<td>0.240</td>
<td>0.380</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.065</td>
<td>0.450</td>
<td>0.230</td>
<td>0.255</td>
<td>0.494</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.080</td>
<td>0.300</td>
<td>0.300</td>
<td>0.320</td>
<td>0.625</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.050</td>
<td>0.250</td>
<td>0.250</td>
<td>0.450</td>
<td>0.790</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.038</td>
<td>0.235</td>
<td>0.240</td>
<td>0.487</td>
<td>0.875</td>
<td>17</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( S_i )</th>
<th>( h_i )</th>
<th>( p_{i0} )</th>
<th>( p_{i1} )</th>
<th>( p_{i2} )</th>
<th>( p_{i3} )</th>
<th>( u_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.115</td>
<td>0.535</td>
<td>0.200</td>
<td>0.150</td>
<td>0.545</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>0.074</td>
<td>0.550</td>
<td>0.186</td>
<td>0.190</td>
<td>0.620</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>0.045</td>
<td>0.440</td>
<td>0.215</td>
<td>0.300</td>
<td>0.780</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>0.035</td>
<td>0.330</td>
<td>0.250</td>
<td>0.385</td>
<td>1.120</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>( s )</th>
<th>( u_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>0.8</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
</tr>
</tbody>
</table>
to maximize system performance utility and minimize system cost and system weight simultaneously. Comparative studies are made to show the advantages of the physical programming approach over the other two methods.

GA is used to solve the formulated optimization models for all the three methods. The GA parameter settings we used in this example are as follows. The decimal encoding for all the three methods. The GA parameter settings we used in this example are as follows. The decimal encoding for all the three methods. The GA parameter settings we used in this example are as follows. The decimal encoding for all the three methods. The GA parameter settings we used in this example are as follows. The decimal encoding for all the three methods. The GA parameter settings we used in this example are as follows. The decimal encoding for all the three methods.

In any iteration of GA, we have a population of 100 candidate solutions to be evaluated. The single aggregate objective function to be minimized is \( f = \sum f_i \) and \( f^\text{min} \) are the maximum and minimum value of the population in current iteration. The fitness value for a candidate solution with aggregate objective function value \( f \) is

\[
F = \frac{f^\text{max} - f + 0.3(f^\text{max} - f^\text{min})}{(1 + 0.3)(f^\text{max} - f^\text{min})},
\]

where the number 0.3 is the so-called “selection pressure” [23]. The “selection pressure” factor in the formula above is used to adjust the fitness value of a candidate solution based on its aggregate objective function value. When the “selection pressure” is bigger, the probability for those candidate solutions with relatively large aggregate objective function values will become higher, while that for those with relatively small aggregate objective function values will become lower. If the “selection pressure” is set to be zero, the probability for the candidate solution with the largest aggregate objective function value will be zero.

### 4.1. Single-objective optimization method

First, we use single-optimization method to get the optimal redundancy allocation scheme. Here, system utility is used as the objective, and system cost and system weight are used as constraints in the optimization model:

\[
\begin{align*}
\text{max} & \quad U(n, h) \\
\text{s.t.} & \quad C(n, h) \leq C_0, \\
& \quad W(n, h) \leq W_0, \\
& \quad 0 < h_i \leq H_i, \quad i = 1, 2, \ldots, N, \\
& \quad 0 < n_i, \quad i = 1, 2, \ldots, N, \\
& \quad n_i, h_i \text{ are integers},
\end{align*}
\]

(9)

where the utility constraint value and the weight constraint value are chosen as \( C_0 = 45 \) and \( W_0 = 1000 \).

### 4.2. Fuzzy optimization method

Like Dhingra’s work [10], we use the logarithm sigmoid function to define the fuzzy membership functions for the design metrics of system utility, cost and weight, since the logarithm sigmoid function is a popular nonlinear function to define fuzzy membership functions. The standard logarithm sigmoid function is

\[
f(x) = \frac{1}{1 + e^{-x}}.
\]

We have \( f(5) = 0.9933, f(-5) = 0.0067 \). Hence, we use the range \([-5, 5] \) of the standard logarithm sigmoid function to define the fuzzy membership functions for the three design metrics (shown in Fig. 3):

\[
\mu_f(x) = \begin{cases} 
0, & x < 0.9, \\
\frac{f(100(x - 0.9) - 5) - f(-5)}{f(5) - f(-5)}, & 0.9 \leq x \leq 1, 
\end{cases}
\]

(11)

\[
\mu_c(x) = \begin{cases} 
0, & x > 45, \\
\frac{f(25(x - 5) - 25) - f(-5)}{f(5) - f(-5)}, & 25 \leq x \leq 45, \\
1, & x \leq 25,
\end{cases}
\]

(12)

\[
\mu_w(x) = \begin{cases} 
0, & x > 1000, \\
\frac{f(400(x - 400) - 400) - f(-5)}{f(5) - f(-5)}, & 400 \leq x \leq 1000, \\
1, & x \leq 400.
\end{cases}
\]

(13)

There are two critical values for each fuzzy membership function. For instance, for the cost objective, the two critical values are 25 and 45, which are the starting point and the ending point of the sigmoid part of the membership function, respectively. To ensure a fair comparison, for the cost and weight objectives, we select the critical points with respect to membership function value 0 as the constraint values used in the single-optimization method. The critical

<table>
<thead>
<tr>
<th>Optimization results using different methods</th>
<th>Single-objective optimization</th>
<th>Fuzzy optimization</th>
<th>Physical programming</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U )</td>
<td>0.9654</td>
<td>0.9492</td>
<td>0.9245</td>
</tr>
<tr>
<td>( C )</td>
<td>38.7021</td>
<td>32.2833</td>
<td>27.9569</td>
</tr>
<tr>
<td>( W )</td>
<td>985.8467</td>
<td>699.2584</td>
<td>548.8717</td>
</tr>
<tr>
<td>( h )</td>
<td>(4, 5, 6, 4)</td>
<td>(4, 5, 6, 4)</td>
<td>(4, 5, 5, 4)</td>
</tr>
<tr>
<td>( n )</td>
<td>(6, 5, 4, 6)</td>
<td>(5, 4, 4, 5)</td>
<td>(4, 3, 4, 5)</td>
</tr>
</tbody>
</table>

Solve the constrained single-objective optimization problem formulated in (9), and we get the optimization results shown in Table 3. After investigating the optimization result, the DM may think that the utility goal is better than enough, and he wants to improve the cost and weight goals by partly sacrificing the utility goal. But it is hard to specify the new constraint values for cost and weight design metrics. The constraint-adjusting process is a trial-and-error process, and it is quite time-consuming.
where the constraint value 0 is set to be 0.9.

The aggregate objective function is defined as

$$
\mu_B = \min(\mu_C(U), \mu_C(C), \mu_C(U)),
$$

where the fuzzy set $B$ is the intersection set of fuzzy sets $U$, $C$ and $W$. And the fuzzy multi-objective optimization model is formulated as

$$
\max_{n,h} \mu_B, \quad \text{s.t.} \quad U(n, h) \geq U_0,

C(n, h) \leq C_0,

W(n, h) \leq W_0,

0 \leq h_i \leq H_i, \quad i = 1, 2, ..., N,

0 \leq r_i, \quad i = 1, 2, ..., N,

r_i, h_i \text{ are integers}, \quad ...

$$

where the constraint values $U_0$, $C_0$ and $W_0$ are equal to the critical points for the utility objective with respect to membership function value 0.

Solving the optimization above, we get the optimization results shown in Table 3. Compared to the results obtained using single-objective optimization method, the cost and weight objectives are improved, while the utility objective deteriorates. The fuzzy optimization method aims at optimizing the three objectives simultaneously, and finding a compromising solution.

### 4.3. Physical programming approach

In the physical programming framework, the utility objective has Class-2S class function (larger is better), while the cost and weight objectives have Class-1S class functions (smaller is better). The class functions settings for the three objectives are shown in Table 4. In order to get a result with better system cost performance, we enforce more strict requirements on the cost objective through the class function setting.

For the purpose of a fair comparison, the constraint values in the physical programming optimization model formulated in (8) are set to be the same as those in fuzzy optimization models, and they are also equal to the $g_{ij}$ values for the three objectives.

Solving the physical programming optimization model, we get the optimization results shown in Table 3. The cost objective is improved greatly. The optimal utility and cost values both fall into the undesirable ranges, while the optimal weight value falls into the tolerable range.

From the optimization procedures and results, we can find that the physical programming method has two advantages over the fuzzy optimization method:

1. The class function of physical programming provides more flexibility for the DM to specify his or her preferences on each objective. The DM can specify different levels of preference on each objective. By modifying the preference ranges of the cost objective, we can get a greatly improved optimal cost value. Using fuzzy optimization, however, the DM can only specify two critical points for each objective. There are different kinds of fuzzy membership functions available, e.g. sigmoid membership function and linear membership function, but it would not provide more flexibility, either.

2. The class function provides the preference inside a single objective, and the OVO rule of physical programming provides the preferences among different objectives. Therefore, besides optimizing each individual objective, physical programming will drive the optimal values of different objectives to preference ranges close to one another. The class functions and the OVO rule lead to optimal solution that best satisfies the DM’s preferences on different objectives.

3. A problem of using fuzzy optimization approach is that the resulted optimal cost and weight are good
while the utility objective is totally unsatisfying. Of course we can adjust the fuzzy membership functions when encountering this problem, but we cannot ensure that the optimal results will be satisfying next time. When using the physical programming approach, however, with class functions accurately describing the DM's preferences on each objective and with the OVO rule as the inter-criteria preference, we can ensure to get satisfying optimal results with respect to each design criterion.

5. Conclusions

This paper proposes a multi-objective optimization model for redundancy allocation for multi-state series–parallel systems. This model seeks to maximize system performance utility while minimizing system cost and system weight simultaneously. Physical programming is used as an effective approach to optimize the system structure within this multi-objective optimization framework. The physical programming approach offers a flexible and effective way to address the conflicting nature of these different objectives. GA is used in solving the proposed physical programming-based optimization model. The example illustrates the flexibility and effectiveness of the proposed physical programming approach over the single-objective method and the fuzzy optimization method.
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