Abstract— We investigate the use of Particle Swarm Optimization (PSO) in automated cryptanalysis of classical simple substitution ciphers. Based on our experimental results, PSO-based attacks proved to be very effective on various sets of encoding keys.

I. INTRODUCTION

Classical ciphers [1],[2] are the earliest schemes of cryptography. These ciphers were developed and used before the computer age, and are usually carried out by pen and paper or by simple mechanical devices rather than by electronic media. There are usually two types of classical ciphers, namely transposition ciphers and substitution ciphers. Although, from the security point of view, classical ciphers are no match to the recently developed ciphers, they have not lost their importance because most of the commonly used modern ciphers use classical ciphers as their building blocks. In fact, several complex algorithms can be formed by mixing substitution and transposition operations. Modern block ciphers such as DES and AES iterate through several stages of substitution and transposition.

Particle swarm optimization (PSO) [3] is a population based, self-adaptive search optimization technique inspired by social behavior of bird flocking or fish schooling.

In the paper we investigate the use of PSO in automated cryptanalysis of simple substitution ciphers. The rest of the paper is organized as follows. In section II, we briefly review some of the previous work related to cryptanalysis of classical ciphers. In section III, we outline the simple substitution cipher. Section IV summarizes the n-gram statistics and the cost function used in our attack. In Section V, we review the PSO algorithm and describe how it is adopted for the cryptanalysis of substitution ciphers. In section VI, we explain our experimental setup and report the obtained results. Finally, section VII is the conclusion.

II. PREVIOUS WORKS

Cryptanalysis, from the Greek kryptós, "hidden", and analýein, "to loosen", is the art and science of breaking, i.e., decoding ciphertext into its corresponding plaintext, without prior knowledge of the secret key.

The Arabs were among the first to make significant advances in cryptanalysis. Early in the 15th century, an Arabic author, Qalqashandi, wrote down a technique for solving ciphers using the average frequency of each letter of the language [2].

Over the last twenty-five years, several optimization heuristics have shown promise for automated cryptanalysis of classical ciphers [4].

One of the early proposals was given by Peleg and Rosenfeld [5]. They modeled the problem of breaking substitution ciphers as a probabilistic labeling problem. Every coded alphabet was assigned probabilities of representing plaintext alphabets and they updated the probabilities using the joint letters. Using this scheme in an iterative way they were able to break the cipher.


Forsyth and Safavi-Naini [7] recast the problem as a combinatorial optimization problem and presented an attack on simple substitution cipher using simulated annealing algorithm.

Spillman et. al [8] presented an attack on simple substitution cipher using genetic algorithm. Clerk [4] re-implemented the genetic algorithm and simulated annealing attack in order to compare them and also evaluate a third technique using tabu search.

Bahler and King [9] used trigram statistics and relaxation scheme to iterate towards the most probable key as previously done by Peleg and Rosenfeld.

Lucks [10] used a word pattern dictionary and search over it with the constraint that all ciphertext characters must decrypt to the same plaintext character.

Hart [11] improved upon this method by directing this combinatorial search towards more frequent English words.

Jakobsen [12] introduced a fast algorithm for the cryptanalysis of simple substitution ciphers based on a process where an initial key guess is refined through a number of iterations. In each step the plaintext corresponding to the current key was evaluated and the result was used as a measure of how close we are in having
discovered the correct key.

Recently, Ant Colony Optimization (ACO) was used successfully in breaking transposition ciphers [13] and simple substitution ciphers [14].

III. SIMPLE SUBSTITUTION CIPHER

Simple substitution cipher is a well-known cryptosystem. It is the simplest form of substitution ciphers. Each symbol in the plaintext maps to a different symbol in the ciphertext [1]. The simple substitution cipher used in this work operates on the English alphabet of 26 letters ("A-Z").

We assume that all the punctuations and structure (sentences/paragraphs marks, space characters, and newline characters) are removed from the plaintext in order to hide these obvious statistics from the ciphertext.

<table>
<thead>
<tr>
<th>TABLE 1: EXAMPLE OF A SIMPLE SUBSTITUTION CIPHER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key:</td>
</tr>
<tr>
<td>A B C D E F G H I J K L M N O P Q R S T U V W X Y Z</td>
</tr>
<tr>
<td>Encryption:</td>
</tr>
<tr>
<td>Plaintext:  PARTICLESWARMOPTIMIZATIONISAPOWERFUL TOOL</td>
</tr>
<tr>
<td>Ciphertext: LXCMZYBHVKXCTFLMZTZIXMZFSZVXLFKHCPU MBF BB</td>
</tr>
</tbody>
</table>

Let \( x \) be an \( n \)-character alphabet \( \{x_0,x_1,x_2,x_3,\ldots,x_n\} \), and \( y \) is also an \( n \)-character alphabet \( \{K(x_0), K(x_1), K(x_2), K(x_3),\ldots.,K(x_n)\} \), where \( K: x \rightarrow y \) is a one to one mapping of every alphabet of \( x \) to the corresponding alphabets of \( y \). Here \( K \) is the cipher key function which can be looked at as a permutation of the 26 character. The transmitter enciphers the plaintext into ciphertext with a predetermined key function \( K \) and sends it to the receiver. The receiver deciphers the ciphertext to plaintext with the inverse key function \( K^{-1} \).

An example for a simple substitution cipher key and encryption operation is shown in Table 1.

IV. N-GRAM STATISTICS AND COST FUNCTION

There exist \( 26! \approx 4.03291461 \times 10^{26} \approx 2^{88} \) possible keys for a simple substitution cipher with alphabet size of 26 characters. This number is obviously too large to allow any kind of exhaustive search.

However, one special property of simple substitution cipher that makes it relatively easy to cryptanalyze, is that the language statistics remain unchanged by the encryption process and hence frequency analysis presents a basic tool for breaking classical ciphers. In natural languages, certain letters of the alphabet appear more frequently than others. The \( n \)-gram statistics indicate the frequency distribution of all possible instances of \( n \) adjacent characters [3]. For example ‘E’ is the most common unigram (1-gram) in English language, and one of the common bigram (2-gram) in English language is ‘TH’. These \( n \)-gram statistics can be used to measure the fitness of a suggested decryption key.

In our case we have only considered unigram and bigram statistics for deciphering the ciphertext. These statistics can be easily calculated from any large English corpus.

For our experiments, these statistics were generated from an online version of the book “Twenty Thousand Leagues Under the Sea” by Jules Verne.

Let \( R^U \), \( R^B \) and \( DK^U \), \( DK^B \) be the reference language unigram and bigram statistics and decrypted message unigram and bigram statistics (using a key \( K \)) respectively. Then, our cryptanalysis problem corresponds to finding a decryption key \( K \) such that minimizes the following weighted objective function

\[
\text{Cost}(K) = \lambda_1 \sum_{c \in \{A,B,\ldots,Z\}} |R^U_c - DK^U_c| + \lambda_2 \sum_{c_1,c_2 \in \{A,B,\ldots,Z\}} |R^B_{c_1,c_2} - DK^B_{c_1,c_2}|
\]

V. PARTICLE SWARM OPTIMIZATION (PSO)

Particle swarm optimization [2] is a population based, self-adaptive search optimization technique inspired by social behavior of bird flocking or fish schooling.

Like other population-based optimization methods such as genetic algorithm, the particle swarm algorithm is initialized with a population of random solutions in the search space and searches for optimum solution by adjusting potential solutions over generations.

In PSO every potential solution are called particles. Each particle keeps track of its coordinates in the search space which are associated with the best solution it has achieved so far. This value is called particle best or \( pbest \). Another value is the best value achieved so far by any particle in the population. This value is called global best or \( gbest \).

After finding the two best values each particle updates its velocity \( \mathbf{v}_{i,j} \) and position \( \mathbf{P}_{i,j} \) towards its \( pbest \) and \( gbest \) locations as follows:

**Particle velocity update:**

\[
\mathbf{v}_{i,j} = c_0 \mathbf{v}_{i,j} + c_1 r_1 (\mathbf{P}_{pbest,i,j} - \mathbf{P}_{i,j}) + c_2 r_2 (\mathbf{P}_{gbest,i,j} - \mathbf{P}_{i,j})
\]

**Particle position update:**

\[
\mathbf{P}_{i,j} = \mathbf{P}_{i,j} + \mathbf{v}_{i,j}
\]

Where, \( P_{pbest,i,j} \) and \( P_{gbest,i,j} \) are the particle best and global best position of the particles respectively. \( 1 \leq r_1, r_2 \leq 0 \) are uniformly distributed random variables and \( c_0, c_1, c_2 \) are learning factors. These learning factors make PSO an attractive optimization technique. By varying these factors, it is possible to use PSO in a wide variety of applications.

In traditional PSO, the particle is encoded as a string of positions, which represent a multidimensional space. All the
dimensions are typically independent of each other, thus the updates of the velocity and the particle are performed independently in each dimension. However, in our cryptanalysis problem each solution in the parameter space represented by each particle is a permutation of the alphabetic characters corresponding to a key and hence the elements are not independent of each other.

Different particle update strategies were proposed in order to adapt PSO to permutation problems.

In [15],[16], it was suggested that a simple mapping from search space to permutation space can be constructed by sorting the elements in the particle position vector to get an ordered set \((P_{i_1}, P_{i_2}, \ldots, P_{i_n})\) where \(P_{i_1} \geq P_{i_2} \geq \ldots \geq P_{i_n}\) and hence the permutation \((\pi_1, \pi_2, \ldots, \pi_n)\).

When trying the above approach, our experiments indicate that the non linearity inherent in the sorting process limits the success of the approach suggested in [15], [16] when the size of the permutation grows above 20 elements.

Another strategy was proposed by Hu et al [17]. In this work, we adopt a slightly modified version of this strategy.

In typical PSO systems, for updating the position of the particle, the velocity is added to the particle on each dimension. When the velocity is larger the particle may explore distant areas. In the new updating method [17], it also does the same thing in a bit different way. When the velocity is larger, the particle is more likely to change to a new permutation sequence.

\[\begin{array}{c|ccccc}
v & 25 & 50 & 5 & 15 & 40 \\ \hline
|v| & 0.5 & 1.0 & 0.1 & 0.3 & 0.8 \\ \hline
P_{gbest} & 2 & 16 & 26 & 12 & 9 \\ \hline
P & 1 & 9 & 26 & 5 & 16 \\ \hline
P' & 1 & 16 & 26 & 5 & 9 \\
\end{array} \]

Figure 1: Example for particle position update strategy as described in [17]

Figure 1 shows an example for the particle position update strategy as described in [17]. In Figure 1, \(P\) and \(P'\) denote the particle position vector before and after the update respectively. It should be noted that step 4 above is not proposed in [17]. However, our experiments show that this extra step helps in reducing the number of iterations required before a good solution is found.

VI. EXPERIMENTAL RESULTS

Throughout all of our experiments, the number of particles and number of passes were set to 500 and 200 respectively. The rest of the parameters were varied in an ad-hoc way to optimize the results. In order to reduce the number of variables that we need to set by trial and errors, we only investigated the two cases corresponding to \((\lambda_1, \lambda_2) = (1,0)\) and \((\lambda_1, \lambda_2) = (0,1)\).

Figure 2 shows how the average (over 100 randomly selected keys) number of corrected key elements varies with the amount of known ciphertext.

Similarly, Figure 3 shows the percentage of corrected characters versus the amount of known ciphertext. In Figure 4 the error distribution for 100 randomly selected keys are shown when the amount of known ciphertext is 900. The average and variance of the error distribution is 0.04 and 0.0792 respectively.

It is clear that although the bigram statistics provide very good key recovery accuracy, we cannot rely on the unigram for this sort of cryptanalysis.

One should note that, although the value of the cost function improves or at least remains the same, as the number of iterations increases, there are few occasions in which the number of corrected key elements decreases, especially if only a small amount of ciphertext is known. All the results reported in this work are those found after the last iteration.

VII. CONCLUSION

PSO provides a very powerful tool for the cryptanalysis of simple substitution ciphers using a ciphertext only attack.

Given the noticeable accuracy gain of the bigram based attack as compared to the unigram based one; it is interesting to try the trigram in the evaluation function. One may also try to use a cost function that is based on a weight combination of the different n-gram statistics.

One main disadvantage of heuristic optimization techniques (including PSO) is its large sensitivity to parameter variations (e.g., \(c_1\) and \(c_2\) in PSO). Although fine tuning of these parameters can be done by trial and error, it is interesting to find analytical formula for the optimal regions of these parameters.
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