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Abstract—The crucial role of networking in Cloud computing calls for federated management of both computing and networking resources for end-to-end service provisioning. Application of the Service-Oriented Architecture (SOA) in both Cloud computing and networking enables a convergence of network and Cloud service provisioning. One of the key challenges to network–Cloud convergence lies in QoS-aware composition of network and Cloud services. In this paper, we propose a QoS-aware service composition method to tackle this challenging issue. We first present a system model for network–Cloud service composition and formulate the service composition problem as a variant of Multi-Constrained Optimal Path (MCOP) problem. We then develop an algorithm to solve the problem and give theoretical analysis on properties of the algorithm to show its effectiveness and efficiency for QoS-aware network-Cloud service composition. Performance of the proposed algorithm is evaluated through extensive simulation experiments and the obtained results indicate that the proposed method achieves better performance in service composition than the best currently available MCOP approach.
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I. INTRODUCTION

Networking plays a crucial role in Cloud computing. Users access Cloud services through computer networks. Services received by end users consist of not only computing functions provided by Cloud infrastructure but also communication functions offered by the Internet. Recent research has indicated that networking performance has a significant impact on the quality of Cloud services provided to end users [1]. The important role of networking in Cloud computing calls for federated management of both computing and networking resources for service provisioning in a Cloud environment.

Consider an example that a research lab generates a large amount of data to be stored and processed in Cloud. The required Cloud services include a storage service (e.g. Amazon S3) and a computing service (e.g. Amazon EC2). The service provided to the lab must also include network services for data communications between the lab and Cloud services. Suppose the total data set is 100 GB and Cloud storage/computing service can process 20 GB data per hour, then total Cloud service time is 30 minutes. However, if the lab uses a network service with 200 Mb/s throughput, then even the single-trip delay of data transmission will be more than 1 hour. This example illustrates that services provided to Cloud users are always composite network-Cloud services and network performance has a significant impact on Cloud service quality.

Recently the Service-Oriented Architecture (SOA) has also been applied in networking in order to address the challenge of rapidly developing and deploying new network functions [2]. Applying SOA in networking leads to the Network-as-a-Service (NaaS) paradigm, through which functionalities of various networking systems can be exposed and accessed as services in a Cloud environment. Therefore, the SOA principle employed in both networking and Cloud computing provides a promising approach to converged network–Cloud service provisioning [3].

To realize the notion of converged network–Cloud service provisioning, one of the key challenges lies in the QoS-aware service composition across the networking and computing domains; that is, composing an appropriate sequence of network and Cloud services to meet end-to-end service performance requirements while optimizing networking and computing resource utilization. For example in the above lab data processing case, if the user requires a maximum service delay (waiting time from sending data out to receiving results back), then the services for storage, computing, and networking must be selected with a holistic vision to guarantee the end-to-end service delay. A composite service for this example is illustrated in Figure 1. In this figure Cloud services 1 and 2 are respectively Amazon S3 for storage and EC2 for computing. Network services 1, 2, and 3 respectively provide data communications from the user to Cloud service 1, between Cloud services 1 and 2, and from Cloud service 2 back to the user. Selection of these Cloud and network services must consider their delay performance in order to guarantee that the total data transmission, storage, and processing delay meets user’s requirement.

Although service composition has been extensively s-
studied, the currently available approaches mainly focus on computing services instead of converged network–Cloud services; therefore may not achieve optimal end-to-end QoS across both networking and computing domains. In addition, due to the diverse QoS parameters for network and Cloud services, composition across network and Cloud domains must be able to handle a wide variety of QoS constraints. Such a problem can be formulated as the Multi-Constrained Optimal Path (MCOP) problem, which is known to be NP-hard. Network services, due to the real-time requirements of various network protocols, typically requires much faster composition algorithms to achieve shorter response time. In contrast, Web/Cloud service composition, although might have QoS requirement on composite services, typically allows best-effort response time of composition algorithms. Therefore, service composition across network and Cloud domains particularly requires more efficient and effective MCOP algorithms that can not only meet diverse QoS constraints but also achieve much shorter response time.

Toward addressing this challenging issue, this paper makes the following contributions. We propose a model for converged network–Cloud service provisioning and formulate the problem of QoS-aware network–Cloud service composition as a variant of MCOP. We develop an approximation algorithm to solve the problem of QoS-aware service composition and analyze the theoretical properties of the proposed algorithm to show it is effective and resilient. We also evaluate the proposed algorithm through numerical experiments and find that it outperforms the best currently available MCOP algorithm in terms of efficiency and accuracy for QoS-aware service selection.

The rest of this paper is organized as follows. In Section II we first introduce a service-oriented framework for network–Cloud service convergence and discuss related research progress on service composition. In Section III we present a model for network–Cloud service composition and formulate the QoS-aware service composition problem. Section IV presents an approximation algorithm to solve the service composition problem and gives theoretical analysis on the proposed algorithm. In Section V we evaluate performance of the proposed algorithm and compare it with currently available algorithms through numerical experiments. Section VI draws conclusions.

II. CONVERGENCE OF NETWORK AND CLOUD SERVICE PROVISIONING

A. A Framework for Network–Cloud Service Convergence

A service-oriented framework for network–Cloud service convergence was first proposed in [3] and is presented here again for completeness. As shown in Figure 2, at the bottom of this framework is an infrastructure layer consisting of physical infrastructure for both networking and computing. Above the infrastructure layer is a virtualization layer in which both networking and computing resources are virtualized and abstracted as SOA-compliant services. The service provisioning layer discovers and selects both network and Cloud services and orchestrates them into composite network–Cloud services that match the requirements of end users. In this framework the SOA-based NaaS paradigm enables networking resources to be virtualized and exposed as services and composed with Cloud computing resources into composite network–Cloud services.

For the lab data processing example, this convergence framework enables networking systems of various providers, such as Verizon, AT&T, and Comcast, to be virtualized and offered as SOA-compliant network services through the NaaS paradigm, just like computing and storage resources in Cloud to be offered through the IaaS paradigm (e.g., Amazon EC2 and S3 services). Then appropriate network services as well as Cloud services are selected and composed for meeting the performance requirement for lab data processing.

B. Related Work on Network–Cloud Service Composition

Service composition has been extensively studied in the fields of Web services and Cloud computing. Various technologies have been developed to achieve service composition that meets functional and/or performance requirements. Most of these technologies are based on either workflow...
management or AI-planning approach. Surveys of recent research on Web service composition can be found in [4] and [5]. Optimization of multiple QoS criteria in service composition has been modeled as a multi-dimension multi-choice 0-1 knapsack problem and solved by integer programming [6] or by heuristic search methods [7]. Genetic algorithms offer another approach to addressing this problem with the advantage of being able to balance the optimization of latency and other QoS metrics [8]. In [9] Cloud services are modeled as finite state machines and a simple additive weighting technique is used to select an optimal service path. A low latency service selection algorithm under various replica limitation constraints is developed in [10]. More research on QoS-aware Web service composition can be found in the survey presented in [11].

The aforementioned research results focus on Web/Cloud service composition instead of composition between network and Cloud services. The modeling and optimization approaches proposed in this paper overcome this limit by employing QoS metrics of both network and Cloud services through NaaS paradigm in the composition algorithm; thus finding a service path that achieves optimal end-to-end QoS performance. Network-aware service composition in Cloud is studied in [12]. The authors built a model for estimating network latency and developed an algorithm leveraging this model to select composite services with the minimum service delay. However QoS constraints of network and Cloud services are handled separately in [12]. In contrast, we address the service composition problem with a holistic vision of both computing and networking resources; therefore the proposed algorithm integrates network and Cloud QoS constraints and achieves optimal composite network–Cloud services.

The problem of combined service composition and network routing is studied in [13]. A decision making system was developed to solve this problem with AI-planning techniques. This work is similar to our research in that service composition and network routing are combined into one problem. However, only a single QoS metric (delay) was considered in [13]. In our work, by formulating network–Cloud service composition as a multi-constraint optimal path problem we develop an algorithm that can handle multiple QoS constraints.

Some recent research applied QoS routing techniques, typically Multi-Constraint Optimal Path (MCOP) algorithms, to tackle the service composition problem. Up to date, much progress has been made toward designing efficient MCOP algorithms for QoS routing [14], [15], [16], [17], [18]. Development of the aforementioned algorithms to enable their applications in network–Cloud service composition forms an interesting research topic. An exact MCOP algorithm developed for QoS-aware network–Cloud service composition is preliminarily reported in [19]. Since approximation algorithms are typically approaches to address NP-complexity of the MCOP problem, this paper focuses on using approximation algorithm to handle service composition. In [20] Huang and Tanaka proposed a Fully Polynomial Time Approximation Scheme (FPTAS) that has been proved to be currently one of the fastest algorithms for MCOP. However, FPTAS cannot be reused directly in the network–Cloud service composition context. In this work, we propose an approximation algorithm to resolve the problem of QoS-aware composite network–Cloud service composition by following the design principle of FPTAS.

III. MODELING QoS-AWARE NETWORK-CLOUD SERVICE COMPOSITION

A typical end-to-end provisioning system for composite network–Cloud services consists of both computing infrastructure that offers Cloud services and network services for Cloud access and inter-Cloud communications. If the end user wants a certain level of performance guarantee from the composite service provisioning, the end user must expect a certain level QoS from each network and Cloud service. In general, such QoS expectation can be defined in Service Level Agreements (SLAs) between the user and service providers. When a service request is submitted by a user to the service provisioning system, a service broker will invoke a service composition process. The broker selects and composes a series of atomic services to form a composite service, referred in this paper as a service path, that consists of a sequence of selected services.

Figure 3 shows a model for network–Cloud service composition. The end-to-end service has $H$ service components, $S_i$, $i = 1, 2, \ldots, H$. The number and sequence of service components are decided by the user’s request. Each component could be a Cloud service or a network service virtualized from network infrastructure through the NaaS paradigm. Each service component $S_i$ has $l_i$ atomic candidate services $S_{ij}$, $j = 1, 2, \ldots, l_i$. Note that candidate services for each service component are pre-selected based on the functional requirements for the component specified.
in the user request and service descriptions published by available network and Cloud services. For each service request, the composition process finds a service path from the service entrance portal to the service exit portal that traverses the selected candidate service of each component that meets the QoS requirements for the composite service. For example, the path \( S_0 \rightarrow S_{11} \rightarrow S_{22} \rightarrow \cdots \rightarrow S_{HIH} \rightarrow S_l \) colored in red in Figure 3 is a composite service that consists of \( H \) service components. The presented model allows network–Cloud service composition to take QoS requirements into account naturally. Therefore, selecting optimal service paths from a pool of network and Cloud services while satisfying various QoS requirements is the main optimization focus for converged network–Cloud service provisioning.

Still considering the lab data processing case, the composite network–Cloud service shown in Figure 1 have 3 network and 2 Cloud service components. A variety of network services, for example services provided by AT&T, Verizon, and Comcast, are candidates for realizing the 3 network service components. Amazon S3, Google drive, and Microsoft Skydrive are candidate services for Cloud service 1 (the storage service). Amazon EC2 and Google compute engine are candidate services for Cloud service 2 (the computing service). The composition procedure considers available capacities and delay performance of these candidate services and selects a service path to achieve the minimum delay with sufficient service capacity. For example, Verizon network for network service 1 (transmitting data from the user to storage), S3 for Cloud service 1, AT&T network for network service 2 (data communications between storage and computing), EC2 for Cloud service 2, and Comcast network for network service 3 (transmitting results back to the user).

Given this converged service provisioning model, we can formulate the problem of QoS-aware network–Cloud service composition as follows.

A service network formed by interconnecting service components can be modeled as a directed graph \( G(V, E) \) with \( n \) vertices and \( m \) edges. Each edge \( e \in E \) is associated with \( K \) weights \( w = (w_1, w_2, \ldots, w_K) \) representing QoS parameters. Let \( W = (W_1, W_2, \ldots, W_K) \) denotes the \( K \) end-to-end QoS constraints, then a series of selected services is represented as a path \( p \) in the service network.

Note that atomic components in a composite service can be executed either in a sequential order or in other orders, including parallel, conditional, and loop flow structures. The typical interconnect relationship between atomic services are Sequential, AND split (fork), XOR split (conditional), Loop, AND join (Merge), and XOR join (Trigger). It has been shown in [21] that service selection in a function graph with general flow structures can be eventually transformed to selection of service components with sequential order in a directed graph. Therefore, we focus on selecting service components to form a sequential service path that meets end-to-end QoS requirements. In the above model a service path \( p \) denotes a set of tandem atomic service components. QoS parameters can be categorized to be either positive (quality increases as parameter value increases, e.g., reliability) or negative (quality decreases as parameter value increases, e.g., delay). In this model we assume all QoS parameters are negative and concentrate on the additive QoS parameters.

**Definition 1:** Feasible Service Composition. A composed service, i.e., a path \( p \) in the service network, is said to be feasible if \( \forall v \in p, w_k(p) \leq W_k \) for all \( 1 \leq k \leq K \).

Denote \( \{p^f\} \) as all feasible service compositions in \( G(V, E) \), to each \( p^f \in \{p^f\} \), there exists a smallest value \( \eta \in (0, 1] \) such that \( w_k(p^f) \leq \eta \cdot W_k, 1 \leq k \leq K \) respectively.

**Problem 1:** QoS-aware Service Composition (QSC). QSC is to find an optimal composition of services \( p^{opt} \) among feasible service compositions in \( G(V, E) \) and the corresponding smallest value \( \eta^{opt} \) among all \( \eta \) such that \( w_k(p^{opt}) \leq \eta^{opt} \cdot W_k, 1 \leq k \leq K \).

It can be proved that QSC problem is NP-hard since solution of QSC maps that of MCOP directly [19]. In order to solve QSC, we propose an approximation algorithm based on our previous work on MCOP. Approximation algorithm is a powerful tool to address NP-hard problem. Formally, an algorithm is a \( \beta \)-approximation algorithm (or simply, an approximation algorithm) for QSC if the algorithm generates service path \( \beta \)-approximation of service path \( \alpha \) and the running time of the algorithm is bounded by a polynomial in the input size of the instance as well as in \( 1/\beta \).

**IV. AN APPROXIMATION ALGORITHM FOR QOS-AWARE NETWORK AND CLOUD SERVICE COMPOSITION**

We propose a Service Composition Approximation (SCA) algorithm (shown in Algorithm 1) to solve the QSC problem. The proposed algorithm includes the following three steps.

The first step (line 1) transforms the original service network graph to a simpler graph in order to make the QSC problem solvable.

In the second step (lines 2 to 14) we assume that nodes \( s \) and \( t \) denote the service entrance portal and the service exit portal respectively. The notion \( d^v[\delta_2, \ldots, \delta_K] \) represents the least first weight, namely, \( w_1 \) among path \( p \) from \( s \) to \( v \) such that \( w_k(p) \leq \delta_k, 2 \leq k \leq K \). \( \eta^v[\delta_2, \ldots, \delta_K] \) is used to record the predecessor of \( v \) on the path \( p \) such that \( w_1(p) = d^v[\delta_2, \ldots, \delta_K] \) and \( w_k(p) \leq \delta_k, 2 \leq k \leq K \). It is worth mentioning that this step is a dynamic programming process for tackling three or more constraints, which follows the same philosophy of graph-extending process in [20].

The third step examines the feasibility of the path generated by the second step. If the path satisfies \( w_k(p) \leq W_k, 2 \leq k \leq K \), the algorithm completes with this path as an output; otherwise the algorithm terminates with no feasible path.

Now we show some theoretical properties of SCA.
Algorithm 1: SCA

\textbf{Input:} Graph } G(V, E, w, W, H) \text{, Parameter } \epsilon.

\textbf{Output:} Path } p.

1. To each } e \in E \text{ in } G(V, E), \text{ compute the new weights } w_N^e = \left[ \frac{w(e)}{W'} - \frac{H+1}{\epsilon} \right], \text{ for } 2 \leq k \leq K, \text{ and set } w_N^e = \cdots = W_N^e = \Delta = \left[ \frac{H+1}{\epsilon} \right];

2. for } \delta_k = 0 \text{ to } \Delta, \text{ for } 2 \leq k \leq K \text{ do}

3. \text{ for } \delta_1 \in \{0, \ldots, \Delta\} K-1 \text{ in increasing lexicographic order do}

4. \text{ for each } (u, v) \in E \text{ s.t. } \lambda_k = \delta_k - w_k(u, v) \geq 0 \text{ do}

5. if } d^v[\delta_1, \ldots, \delta_K] > d^v[\lambda_2, \ldots, \lambda_K] + w_1(u, v) \text{ then}

6. \quad d^v[\delta_1, \ldots, \delta_K] \leftarrow d^v[\lambda_2, \ldots, \lambda_K] + w_1(u, v);

7. \quad p^v[\delta_1, \ldots, \delta_K] \leftarrow u;

8. end

9. if } d^v[\delta_1, \ldots, \delta_K] > d^v[\delta_1, \ldots, \delta_j] + 1, \ldots, \delta_K] \text{ then}

10. \quad d^v[\delta_1, \ldots, \delta_K] \leftarrow d^v[\delta_1, \ldots, \delta_j] + 1, \ldots, \delta_K];

11. \quad p^v[\delta_1, \ldots, \delta_K] \leftarrow p^v[\delta_1, \ldots, \delta_j] + 1, \ldots, \delta_K], 2 \leq j \leq K;

12. end

13. end

14. end

15. if } d^v[\delta_1, \ldots, \delta_K] \leq \Delta \text{ then}

16. \quad Find a source-destination path } p \text{ s.t. } w_1(p) \leq D \text{ and } w_k(p) \leq \delta_k, 2 \leq k \leq K;

17. end

18. if } w_k(p) \leq W_k, 2 \leq k \leq K \text{ then}

19. \quad return path } p;

20. else

21. \quad return No feasible path, EXIT;

end

\textbf{Theorem 1:} The worst-case time complexity of Algorithm SCA is } O \left( m \left( \frac{H}{\epsilon} \right)^K-1 \right) \text{ time.}

\textbf{Proof:} The first step of SCA for pruning the topology spends } O(n + m) \text{ time. The second step takes } O \left( m \left( \frac{H+1}{\epsilon} \right)^K-1 \right) \text{ time in the worst-case to calculate the path. Checking the feasibility of the obtained path in the third step spends } O(K) \text{ time. Therefore the worst-case time complexity of SCA is } O \left( m + n + m \left( \frac{H+1}{\epsilon} \right)^K-1 + K \right) = O \left( m \left( \frac{H}{\epsilon} \right)^K-1 \right).

\textbf{Theorem 2:} The path } p \text{ obtained by SCA satisfies } w_k(p) \leq (1 + \rho) \cdot \eta^{opt} \cdot W_k, 2 \leq k \leq K, \text{ where } \rho = \frac{\epsilon}{\eta^{opt}} \text{ is an approximation ratio of SCA.}

\textbf{Proof:} Skipped due to the space limitation.

\textbf{Theorem 3:} The later } (K - 1) \text{ weights of } p \text{ is able to asymptotically approximate the optimal with approximation ratio } \rho = \frac{\epsilon}{\eta^{opt}} \text{ while the first weight of } p \text{ achieves the smallest. This shows that the proposed SCA algorithm provides a provably performance guarantee; thus is effective and efficient for solving the QSC problem.}

\textbf{V. PERFORMANCE EVALUATION}

\textbf{A. Evaluation Settings}

We implemented a simulator to evaluate the performance of the proposed algorithm. The simulator is publicly available at [22]. We compared the performance of SCA against that of a variant of ADAPT [14] as well as FPTAS [20] through numerical experiments. As we know, ADAPT and FPTAS [20] are the currently best-known algorithms for DCLC and MCOP problems. Moreover, QSC maps to a special case of MCOP directly when the topology is pruned in advance to satisfy the nodes’ constraints. Therefore, ADAPT and FPTAS with minor modification can be applied for resolving QSC. The modification details of ADAPT and FPTAS in solving QSC are skipped here due to space limit and we still use their original names for the variants here for comparison.

In the first set of evaluations, we generated a set of random service networks with node numbers ranged from 100 to 1000. Each link in the generated networks has two QoS parameters and they are uniformly distributed. As for the second set of evaluations, we generated three networks with 60, 80, 100 nodes respectively since a larger network scale could overflow in FPTAS. Each link in these three networks has three QoS parameters and they are also uniformly distributed. Note that the uniform distribution used here are only for illustration, other distributions can also be worked in a similar way. We assume that the service components are spread in five service categories, i.e., } H = 5, \text{ which we believe is reasonable for typical Cloud service scenarios. In order to evaluate the performance under different parameter
configurations, we set $\epsilon \in [0.1, 0.3]$ for both SCA and ADAPT. Also, we assume that the requests are always feasible; that is, $W_1 = 50$, $W_2 \in [2.5 \times 10^{-5}, 5 \times 10^{-5}]$. The reported results were obtained by running both algorithms 100 times independently, and all of the experiments were conducted on IBM P4 2.6GHz with 2G memory space and Linux system.

B. Performance Metric

The performance metrics that we use in this section for evaluating algorithms are defined as follows.

**Definition 2:** Average Execution Time (AET). AET is the average execution time of an algorithm calculated from 100 independent runs. This metric is used for evaluating the time cost performance of an algorithm that reflects the time that a user has to wait for getting a service composition result.

**Definition 3:** Path Weights Distance (PWD). For a path $p$ returned by an algorithm, 

$$\text{PWD}(p) = \sqrt{\sum_{k=1}^{K} \left(1 - \frac{w_k(p)}{W_k}\right)^2}.$$ 

$\text{PWD}$ denotes the distance between the weights of a found service path and the QoS constraints specified in the service request. This metric reflects the level of QoS guarantee that can be achieved by a service composition algorithm to end users.

C. Evaluation Results

Our experiment results quantify performance of evaluated algorithms in two ways. First, we test the impact of parameter $\epsilon$ variation on algorithms’ performance by setting constant $W_2 = 3.0 \times 10^{-5}$. Second, we examine the performance of algorithms with constant $\epsilon = 0.1$ for different $W_2$ settings.

Figure 4 gives AET for SCA (shown in Figure 4(a)) and ADAPT (shown in Figure 4(b)) with different $\epsilon$ settings. The graphs in this figure show that AET increases with the network size, which is intuitive because both algorithms consume more time for larger scale networks. In addition, we observed that the AET values of both algorithms increase when the parameter $\epsilon$ decreases. This is because a smaller $\epsilon$ gives a larger path searching space that slows down both algorithms.

Figure 5 compares the AET of SCA against that of ADAPT with different $\epsilon$ values, where Figure 5(a), Figure 5(b), and Figure 5(c) plot the case when $\epsilon = 0.1$, $\epsilon = 0.2$, and $\epsilon = 0.3$, respectively. The curves show that for a certain $\epsilon$ value, SCA has smaller AET than ADAPT does, especially in large scale networks; that is, SCA runs much faster than ADAPT. This is because the search space of SCA relies on the number of hops in path, which is very small and can be known in advance. ADAPT employs an approximation test procedure to generate a set of upper and lower bounds for searching the optimal. The search space for ADAPT is determined by the distance between the upper and lower bounds, which is larger compared to SCA. Therefore, SCA has better AET performance than ADAPT.

The AETs (in millisecond) of SCA and ADAPT with different $\epsilon$ values for three network sizes, namely, 100, 500, 1000, are shown in Figure 6. From this figure we can see that regardless of network scale, SCA runs faster than ADAPT, which confirms our observation from Figure 6. We also observed that SCA has stable AET values for different $\epsilon$ while the AET values of ADAPT drop when $\epsilon$ increases. That means that SCA is insensitive to $\epsilon$ variation but ADAPT is not. Essentially the parameter $\epsilon$ plays a vital role in ADAPT for narrowing down the gap between upper and lower bounds, which makes the algorithm sensitive to $\epsilon$ variation.

Figure 7 shows the AET the relation between the values of SCA and ADAPT and the constraint $W_2$ for three specific network sizes. The results show that the AET of ADAPT is impacted by not only the $\epsilon$ but also the constraint. It can be seen from Figure 7(a) that ADAPT AET becomes low when $W_2$ is loose. This is due to the fact that a looser $W_2$ makes the search space of ADAPT small; thus reducing its AET. On the other hand, we observed that AET of SCA stays in a relatively constant level, which matches our theoretical analysis result that indicates the running time is not affected by any constraint.

One should be noticed that in the above AET comparisons the paths found by SCA and ADAPT are the same for each specific settings of parameters; therefore the PWD of both algorithms are identical. In other words, we compares the AET under the condition that both of algorithms find the same path. Next, we examine the PWD of our proposed algorithm with different constraints and network sizes.

Figure 8 presents PWD comparisons for SCA with different constraint values and network sizes. Figure 8(a) gives the PWD results for different $W_2$ for three network sizes (NS=100, 500, 1000). Figure 8(b) shows the PWD for different network scales. These two figures indicate that SCA would find a path with possibly greater PWD for large scale networks. Moreover, it can be seen that the PWD of SCA...
Likewise, the same insight can be obtained; that is, for the three networks with different sizes.

Figure 8. PWDs for SCA with different constraint values and network variations in $W_2$. The reason for this is that SCA searches the path primarily based on the path hops. If the path in the right hops that satisfies the constraints, the SCA terminates immediately. Therefore, variations in $W_2$ have little impact on SCA performance.

Figure 9. AET values of SCA and ADAPT for various network scales with different constraint values.

Changes little in the condition of loosing $W_2$. The reason for this is that SCA searches the path primarily based on the path hops. If the path in the right hops that satisfies the constraints, the SCA terminates immediately. Therefore, variations in $W_2$ have little impact on SCA performance.

Table I and Table II give the data about AET comparisons for three networks with different $\epsilon$ and constraint values. Likewise, the same insight can be obtained; that is, for the same $\epsilon$ and network size, SCA executes faster than FPTAS while finding the same path. The loosing of constraints and variations in $\epsilon$ values almost have no impact on the AET of SCA. In contrast, variations of constraint and $\epsilon$ values would affect the performance of FPTAS. Therefore, SCA outperforms FPTAS in terms of AET in the condition of achieving identical PWD.

VI. Conclusions

QoS-aware composition across network and Cloud services is a key technology for realizing converged network–Cloud service provisioning. In this paper, we have addressed this challenging and important topic by formulating QoS-
aware network–Cloud service composition as a variant of Multi-Constrained Optimal Path (MCOP) problem and developed an approximation algorithm for solving the problem. We have given theoretical analysis on properties of the proposed algorithm and also conducted thorough numerical experiments for performance evaluation. Both analytical and experimental results show that our algorithm is effective for meeting multiple QoS constraints and efficient to achieve much shorter response time for network–Cloud service composition.
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