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Blind Digital Modulation Identification for
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and Marion Berbineau

Abstract—Modulation type is one of the most important
characteristics used in signal waveform identification and clas-
sification. Spatial correlation is a crucial factor for practical
multiple-input multiple-output (MIMO) systems. This paper
addresses the problem of blind digital modulation identification
in spatially-correlated MIMO systems. The proposed algorithm
is verified using higher order statistical moments and cumulants
of the received signal. The purpose is to discriminate among
different M-ary shift keying linear modulation schemes without
any priori signal information. This study employs several MIMO
techniques to identify the modulation with and without channel
state information (CSI). The proposed classifier shows a high
identification performance in acceptable signal-to-noise ratio
(SNR) range.

Index Terms—Higher order statistics, multiple-input multiple-
output systems, modulation identification, spatial correlation.

I. INTRODUCTION

NOwadays, multiple-input multiple-output (MIMO) tech-
nology is considered one of the promising technologies

for developing the next generation of wireless systems. Re-
cently, blind algorithms and techniques for MIMO signals
interception have gained more attention. One essential step in
the signal interception process is to blindly identify the modu-
lation scheme of MIMO signals. Modulation identification has
its roots in military applications such as; communication in-
telligence (COMINT), electronic support measures (ESM) and
spectrum surveillance. Also recent and rapid developments in
software defined radio (SDR) in the context of cognitive radio
(CR) have given modulation identification more prominence
in civil applications.

Many modulation identification algorithms have been devel-
oped for single-input single-output (SISO) systems [1]. These
algorithms are generally divided into two categories. The first
category is based on decision theoretic approach while the
second on pattern recognition. The decision theoretic approach
is a probabilistic solution based on a priori knowledge of
probability functions and certain hypotheses [1], [2]. On the
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other hand, the pattern recognition approach is based on
extracting some basic characteristics of the received signal
called features [3]–[6]. This approach is generally divided
into two subsystems: the features extraction subsystem and
the classifier subsystem. However, the second approach is
easier to implement and reaches a quasi-optimal performance
if the proper features set is chosen. Recently, much work
has been conducted on modulation identification [3]–[6].
The identification techniques, which have been employed to
extract the signal features necessary for digital modulation
identification, include spectral based features set [3], higher
order statistics (HOS) [4], cyclostationarity signatures [5], and
wavelets transforms [6]. With their efficient performance in
pattern recognition problems (e.g., modulation classification),
many studies have proposed the application of artificial neural
networks (ANNs) as classifiers [1], [3].

In [7], Swami et. al proposed a simple yet very low com-
plexity method, based on elementary fourth-order cumulants
for the classification of digital modulation schemes. This
method was applied in a hierarchical manner to classify vari-
ous digital modulation schemes. Also classification thresholds
developed by deriving the expressions for the variance of the
estimates of the cumulants. Furthermore, the statistics used
by the classifier can be recursively updated. The robustness
of this approach comes about not only from the resistance
of HOS to additive colored Gaussian noise, but also from a
natural robustness to constellation rotation and phase jitter.

So far most of the work on modulation identification did
not address MIMO systems. For instance, Choqueuse et. al
[8] proposed two likelihood based modulation classifiers for
uncorrelated MIMO systems. The first one, called average
likelihood ratio tests (ALRT), is optimal in the Bayesian sense
but requires a perfect channel state information (CSI). The
second classifier, called hybrid likelihood ratio tests (HLRT),
approximates the ALRT by replacing the channel matrix with
its estimate. The channel is estimated in two steps by using an
independent component analysis and a phase correction algo-
rithm respectively. Simulations showed that the two classifiers
perform well, for example, perfectly recognizing 2-PSK, 4-
PSK, 16-PSK and 16-QAM modulations at a SNR of 5 dB.

The most commonly used MIMO channel model is the
spatially independent identically distributed (i.i.d.) flat-fading
channel. This corresponds to the rich scattering narrowband
scenario. It was soon realized, however, that many propaga-
tion environments result in spatial correlation. Hence, spatial
correlation is a crucial factor for practical MIMO systems
and its effect on their performance must be evaluated. In this
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paper, we employ the widely accepted Kronecker model [9] for
spatially-correlated MIMO systems. The correlation matrix is
modeled by a single coefficient exponential correlation model
[10].

Contrary to [8] we propose a pattern recognition approach.
Also, to the best of our knowledge, no work has yet considered
the problem of modulation identification in correlated MIMO
channels. Moreover, in this paper we examine the effect of
channel estimation error on our proposed modulation iden-
tification algorithm. In our approach, the features extraction
subsystem is based on the higher order cumulants (HOC) and
the higher order moments (HOM) of the processed received
signal. Our proposed classifier is a multi-layer artificial neural
network trained using the resilient backpropagation learning
algorithm (RPROP).

Here, modulation identification is performed without any
priori information of the received signal (e.g. probability
functions, noise statistics, etc.). The MIMO channel mixes
the modulated transmitted symbols and change their statistical
properties, therefore, we propose three algorithms to identify
the modulation: the first depends on the HOS of the received
mixed symbols and called direct digital modulation identifi-
cation (D-DMI) while the second and the third estimate the
transmitted symbols before employing their original statistical
properties. By employing zero-forcing (ZF) technique we
propose the ZF-DMI algorithm. When blindly separating the
MIMO symbols using simplified constant modulus algorithm
(SCMA), we propose an SCMA-DMI algorithm. Our proposed
algorithm is considered as semi-blind when assuming a perfect
CSI knowledge at the receiver side. Conversely, this algorithm
is completely blind when using erroneous channel estimation
or when it blindly separates the source symbols. The proposed
algorithm has the capability to identify different M-ary shift
keying linear modulation types (ASK, QAM or PSK) and the
order of the identified modulation type. The performance of
our algorithm is examined through the probability of identi-
fication. Our results show high identification performance at
acceptable signal-to-noise ratio (SNR) range.

The remainder of the paper is organized as follows: Section
II defines the system model and introduces the different
assumptions. Section III describes the proposed modulation
identification algorithm while section IV focuses on the per-
formance analysis. The results and algorithm performance
evaluation are presented in section V. Finally, conclusions and
perspectives of the research work are presented in section VI.

II. SYSTEM MODEL

In this section we define first the MIMO signal model.
Secondly the spatial correlation model is introduced since
it is the practical case that we address. Then, two MIMO
equalization algorithms are presented as they are employed to
reveal some ambiguity from the received symbols.

A. MIMO Signal Model

A MIMO system with 𝑁𝑡 transmit antennas and 𝑁𝑟 receive
antennas is considered (𝑁𝑟 ⩾ 𝑁𝑡). Under the assumption of a
frequency flat and time invariant MIMO channel, the baseband

received symbol vector at the instant 𝑘 is described as:

y(𝑘) = Hx(𝑘) + n(𝑘) (1)

where y(𝑘) = [𝑦1(𝑘), ..., 𝑦𝑁𝑟(𝑘)]
𝑇 is an (𝑁𝑟 × 1) received

signal vector without any time oversampling and optimum
symbol timing and with perfect carrier frequency and phase
estimation, x(𝑘) = [𝑥1(𝑘), ..., 𝑥𝑁𝑡(𝑘)]

𝑇 is the (𝑁𝑡 × 1)
vector representing the transmitted source signals, and n(𝑘) =
[𝑛1(𝑘), ..., 𝑛𝑁𝑟 (𝑘)]

𝑇 is an (𝑁𝑟 × 1) vector corresponds to
the additive zero-mean white circularly complex Gaussian
noise with variance 𝜎2

𝑛; i.e. n(𝑘) ∽ 𝒞𝒩 (0, 𝜎2
𝑛I𝑁𝑟), where

I𝑁𝑟 is the identity matrix of size 𝑁𝑟. H corresponds to
the (𝑁𝑟 × 𝑁𝑡) spatially-correlated complex matrix of the
MIMO channel. These source symbols x are i.i.d and mutually
independent. The symbols are assumed to belong to the same
linear modulation scheme. We will assume, without loss of
generality, that the source constellations are normalized to
have zero-mean and unit energy.

B. Spatial Correlation Model

Here, the spatially-correlated MIMO channels are modeled
by the Kronecker model [9]. This model assumes that the
spatial receiver and transmitter correlations to be separable. It
can be shown that, under the above assumption, the Kronecker
model is given by:

H = R1/2
𝑟 H𝑤R1/2

𝑡 (2)

where R𝑡 and R𝑟 are the transmitter and the receiver cor-
relation matrices. H𝑤 is a full rank gain matrix which the
entries are i.i.d and follow a circularly symmetric complex
Gaussian distribution with zero-mean and unit variance. Here,
the correlation matrices are presented by the exponential
correlation model which was introduced in [10] and extended
in [11]. This model defines the entries of a correlation matrix
R by a single coefficient as:

[R]𝑖𝑗 =

{
𝜌𝑗−𝑖, 𝑖 ≤ 𝑗

[R]𝑗𝑖
∗
, 𝑖 > 𝑗

, ∣𝜌∣ < 1, (3)

where 𝜌 is the complex correlation coefficient of neighboring
antennas and [.]𝑖𝑗 denotes the entry in the i𝑡ℎ row and the
j𝑡ℎ column of the matrix. The two matrices R𝑡 and R𝑟 are ,
respectively, defined by the transmit correlation coefficient 𝜌𝑡
and the receive correlation coefficient 𝜌𝑟.

C. MIMO Equalization

In this subsection we present two equalization algorithms
that are employed in our study: the zero-forcing (ZF) algo-
rithm and simplified constant modulus algorithm (SCMA).

1) Zero-Forcing Equalizer: The ZF technique is applied
to reveal some ambiguity from the received MIMO symbols.
This technique consists of applying an equalizing matrix W on
the received vector. This matrix W is defined by W = H† =
(H𝐻H)

−1
H𝐻 where H† denotes the pseudo inverse operation.

The transmitted symbols is estimated by:

x̂(𝑘) = Wy(𝑘) def
= 𝑍𝐹 (y) = x(𝑘) + (H𝐻H)

−1
H𝐻n(𝑘). (4)
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Then the estimated vector x̂(𝑘) = [�̂�1(𝑘), ..., 𝑥𝑁𝑡(𝑘)]
𝑇 is the

input of the modulation identifier or more precisely the input
of the features extraction subsystem.

Here we assume perfect CSI at the receiver side (semi-blind
classifier). If it is not the case, channel estimation has to be
performed and the modulation is blindly identified. First, we
are interested in investigating the impact of channel estimation
error on the modulation identification. Hence, we model the
estimated channel as:

Ĥ = H + 𝜎𝑒Ω (5)

where the entries of Ω are i.i.d with zero-mean circularly
symmetric complex Gaussian variables with unity variance
and 𝜎2

𝑒 represents the variance of the channel estimate error.
2) Simplified Constant Modulus Algorithm: Another im-

provement of blind modulation classifier is to blindly separate
the MIMO source symbols and then identify the modulation.
Several blind source separation (BSS) algorithms exist in the
literature [12], [13]. Here, the SCMA is used to blindly recover
the transmitted symbols [12]. The SCMA objective is to find
an 𝑁𝑟 ×𝑁𝑡 matrix W such as:

z(𝑘) = W𝐻y(𝑘) def
= 𝑆𝐶𝑀𝐴(y) = W𝐻Hx(𝑘) + ñ(𝑘). (6)

The purpose is to find W such that z(𝑘) = x̂(𝑘), but
the transmitted symbols x are usually determined up to a
permutation and a scalar multiple, i.e. G𝐻 = W𝐻H = PΛ
where Λ is a diagonal matrix and P is a permutation matrix
that introduces the arbitrary phase and permutation. In fact, the
SCMA simplifies the constant modulus criterion by employing
a single dimension, e.g. the real part of the signal. The SCMA
attempts to minimize the following cost function:{

J𝑆𝐶𝑀𝐴(W) =
∑𝑁𝑡

𝑖=1 𝐸
[
(ℜ(z𝑖(𝑘))2 −𝑅)2

]
Subject to : W𝐻W = I𝑁𝑡

(7)

where 𝑅 =
𝐸[ℜ(𝑥(𝑘))4]
𝐸[ℜ(𝑥(𝑘))2] is the dispersion constant. This

criterion leads to a complexity reduction and ensures a non-
arbitrary constellation rotation of 𝜋/2 multiples for each data
stream at the output of the equalizer. This justifies our choice
of such cost function among many others that exist in the
literature. In fact, any multiple 𝜋/2 rotation will not affect
the statistical properties of the equalized symbols since each
rotated symbol still belongs to the same constellation.

Note that the SCMA is implemented using the stochastic
gradient (SG) algorithm. The equalizer update equation is
obtained by calculating the gradient of J𝑆𝐶𝑀𝐴:

W̃𝑛(𝑘) = W̃𝑛(𝑘 − 1)− 𝜇(𝑘)e𝑛(𝑘)y∗(𝑘), 𝑛 ∈ {1, . . . , 𝑁𝑡}
(8)

where 𝜇 is the SG step size which is updated by the time
averaging adaptive step size (TAASS) mechanism [14]. The
error signal 𝑒𝑛 is given by:

e𝑛(𝑘) = (ℜ(z𝑖(𝑘))2 −𝑅)ℜ(z𝑖(𝑘)), (9)

and y = F𝐻y is the pre-whitened received signals. The pre-
whitening method proposed in [15] is used in this paper. Also,
Gram-Schmidt orthogonalization algorithm allows us to satisfy
the orthogonalization constraint in (7) at each iteration [13].

Here we assume that the number of transmitting antennas

Fig. 1. A block diagram of the proposed identification scheme.

is known at the receiver which is not true in most blind
scenarios. However, estimating the number of sources is a
well investigated problem in the literature. For instance, the
authors in [16] reviewed and compared several source number
detection methods. Also, detecting the used MIMO coding
can be employed to improve the equalization performance
and subsequently the modulation identification performance.
In [17], the authors review and compare several MIMO coding
detectors.

III. PROPOSED MODULATION IDENTIFICATION

ALGORITHM

The MIMO channel mixes the modulated transmitted sym-
bols and corrupts their statistical properties which affects the
modulation identification performance. Here, we propose two
approaches to identify the modulation, the first depends on the
HOS of the received mixed symbols and the second attempts
to estimate the transmitted symbols before employing their
original statistical properties which were proved to be very
beneficial.

The block digram of the proposed modulation identification
algorithms is shown in Fig. 1. After the RF pre-processing, the
𝑁𝑟 received MIMO streams mixed by the correlated MIMO
channel are the input of MIMO signal processor block which
outputs 𝑁𝑑 streams. We propose to either identify the mod-
ulation directly from the received symbols or to estimate the
transmitted symbols before the identification. Two algorithms
are employed for equalization, the first is ZF algorithm which
could be employed with and without CSI while the second
is the blind SCMA. The features are extracted for each one
of the 𝑁𝑑 output streams of the MIMO signal processor. The
modulation is identified for each one among these 𝑁𝑑 streams
separately. An ANN based classifier is employed to output
𝑁𝑑 decision vectors. These decision vectors are combined for
final decision. In this section we introduce the MIMO signal
processor and three proposed algorithms before presenting the
features extraction and the classification processes. Finally, the
decision fusion method is explained.

A. MIMO Signal Processor

The output of the MIMO signal processor block is the signal
vector a(𝑘) = [𝑎1(𝑘), ..., 𝑎𝑁𝑑

(𝑘)]
𝑇 , where 𝑁𝑑 = (𝑁𝑟 or 𝑁𝑡)

depending on the considered algorithm. The MIMO signal
processor is simply introduced to explain the three proposed
algorithms as follows:

a) The received signals are directly used for identification, i.e.
a(𝑘) = y(𝑘). We aim to identify the modulation scheme
blindly without any priori signal information despite the
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channel mixing effect. The influence of the channel mixing
on the probability of modulation identification is examined.
This algorithm is called direct digital modulation identifi-
cation (D-DMI).

b) ZF equalizing precedes the identification, i.e. a(𝑘) =
𝑍𝐹 (y(𝑘)) (see eq. 4). In this algorithm a perfect CSI
knowledge at the receiver side is assumed when the pro-
posed algorithm is considered as semi-blind. Conversely,
this algorithm could be considered blind when using er-
roneous channel estimation. The influence of the channel
estimation error on the probability of modulation identifi-
cation is examined. This algorithm is called ZF-DMI.

c) An SCMA equalizer employed to blindly separate the
MIMO sources, i.e. a(𝑘) = 𝑆𝐶𝑀𝐴(y(𝑘)) (see eq. 6).
Here, we are interested in estimating the transmitted sym-
bols instead of considering erroneous channel estimation,
i.e. our proposed algorithm is completely blind. This algo-
rithm is called SCMA-DMI.

B. Features Extraction

One of the important aspects of modulation identification
is the selection of the proper identification features. Previous
works have shown that higher order cumulants (HOC) and
higher order moments (HOM) of the received signal are among
the best candidates for signal identification in SISO systems
[4], [7]. Higher order moments of a signal 𝑥 are defined by
[18]:

𝑀𝑘𝑚(𝑥) = 𝐸[𝑥𝑘−𝑚(𝑥∗)𝑚] (10)

where 𝑘 is the moment order. The cumulant of order 𝑘 of the
zero-mean signal 𝑥 is defined by:

𝐶𝑘𝑚(𝑥) = 𝐶𝑢𝑚[ 𝑥, ..., 𝑥︸ ︷︷ ︸
(𝑘−𝑚) 𝑡𝑖𝑚𝑒𝑠

, 𝑥∗, ..., 𝑥∗︸ ︷︷ ︸
𝑚 𝑡𝑖𝑚𝑒𝑠

]. (11)

Also, the relation between moments and cumulants can be
expressed as:

𝐶𝑢𝑚[𝑥1, .., 𝑥𝑛] =
∑
Φ

(𝛼− 1)! (−1)𝛼−1
∏
𝑣∈Φ

𝐸(
∏
𝑖∈𝑣

𝑥𝑖) (12)

where Φ runs through the list of all partitions of {1, ..., 𝑛},
𝑣 runs through the list of all blocks of the partition Φ, and
𝛼 is the number of elements in the partition Φ. Based on
(12), moments estimation leads to estimate the cumulants.
That is given a signal 𝑥 with 𝑁 samples, one can estimate
the moments as:

�̂�𝑘𝑚(𝑥) =
1

𝑁

𝑁∑
𝑖=1

𝑥𝑘−𝑚(𝑖)𝑥∗𝑚(𝑖). (13)

In the above we assume, without loss of generality, that the
signal 𝑥 is normalized to have a unity energy, i.e. 𝐶21 = 1.
This will remove any scale problems in the estimators. Prac-
tically the self-normalized HOS are calculated as:

�̃�𝑘𝑚(𝑥) = �̂�𝑘𝑚(𝑥)/�̂�
𝑘/2
21 (𝑥), 𝐶𝑘𝑚(𝑥) = 𝐶𝑘𝑚(𝑥)/𝐶

𝑘/2
21 (𝑥).

(14)
Note that the authors in [7] used the cumulants up to the

fourth order and the hierarchical classification for modulation
identification in SISO systems. Based on that, the features
employed in this paper consists of a combination of HOM and

HOC up to order six. We consider 𝑁 consecutives processed
vectors a(𝑘), a(𝑘−1), ..., a(𝑘−𝑁−1). The HOS are calculated
for the 𝑁𝑑 streams; i.e. 𝑎1, ..., 𝑎𝑁𝑑

.
Note that the complexity of (13) is of order 𝑁 where

estimating a moment of order 𝑘 requires only about 𝑁
complex additions and 𝑘×𝑁 complex multiplications. Based
on (12), cumulant calculation is of order 𝑁 . Of course, the
computational cost of the features calculation for each of the
above mentioned 𝑁𝑑 signals is of the same order. Then, the
features extraction process has a very low complexity 𝒪(𝑁).

C. ANN Classifier

After extracting the proper features, the modulation iden-
tification problem can be considered as a pattern recognition
problem. Knowing that ANN is one of the best solutions for
pattern recognition problems, many researchers have focused
on ANNs to develop high performance modulation classifiers
[1], [3]. In this paper, the proposed classifier is a multilayer
feed-forward ANN. The HOS features are the inputs of this
trained ANN. Each one among the 𝑁𝑑 processed streams is
identified with the same ANN, i.e. the neural networks in the
𝑁𝑑 identification branches shown in Fig. 1 are identical. This
totally yields to 𝑁𝑑 decision vectors. These decision vectors
are then combined to generate the final decision.

The neural network structure including the number of
hidden layers, the number of nodes in each layer and the
transfer function of each node has been chosen through inten-
sive simulations. This structure is directly related to network
training speed and identification precision. Speeding the learn-
ing process of the network and improving the identification
accuracy can be achieved by normalizing the features set
(fifteen extracted ones) and selecting the optimal subset for the
discrimination process. Here, a feature subset selection based
on the principal component analysis (PCA) is applied to select
the best subset of the combined HOM and HOC features set.

First, the extracted set of features are normalized before sub-
set selection to ensure that they are of zero mean and unit vari-
ance. Then, the PCA technique constructs a low-dimensional
representation of the data (normalized features) that describes
as much of the variance in that data as possible. The PCA
is known as a linear transformation that orthogonalizes the
components of the data and orders the resulting orthogonal
components so that those with the largest variation come first
(the principal component is the first one). This moves as much
of the variance as possible into the first few components. The
remaining components, therefore, tend to be highly correlated
and may be dropped with minimal loss of information. Then,
the selected subset is the orthogonal components with the
largest variance. Here, only six orthogonal components (out
of fifteen) are selected for both ANN training and testing.

After features subset selection, the training process is
triggered. The initiated ANN is trained using the resilient
backpropagation learning algorithm (RPROP) introduced in
[19]. Beside the fast convergence, one of the main advantages
of RPROP lies in the fact that no choice of parameters and
initial values is needed at all to obtain optimal or at least nearly
optimal convergence times [19]. Also, RPROP is known by
its high performance on pattern recognition problems. After
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training, a test phase is launched, and the classifier is evaluated
through the probability of identification.

Since the outputs of a layer in ANN are considered as
linear combinations among the inputs of this layer, then the
computational cost of the classifier is related to the number
of nodes at each layer. Considering the static and predefined
structure of ANN, and the small number of nodes at each
layer, the required number of operations to obtain the classifier
output is fixed and inexpensive.

D. Decision Fusion

Since there are multiple antennas at the receiver, it is
possible for them to cooperate to achieve higher identification
reliability. The modulation scheme of each one among the
𝑁𝑑 processed streams is identified (or decided) independently
and all the decisions vectors are jointly processed to make a
final decision. We call this cooperative identification scheme as
decision fusion. The final decision is made by combining the
𝑁𝑑 decision vectors and applying the 𝑀 -out-of-𝑁𝑑 decision
fusion rule, i.e. a certain modulation scheme is identified when
it is decided on 𝑀 classifier among the 𝑁𝑑 classifiers. Note
that the 𝑀 -out-of-𝑁𝑑 decision fusion rule includes the logical
OR (LO) (𝑀 = 1), the logical AND (LA) (𝑀 = 𝑁𝑑), and the
majority (𝑀 = ⌈𝑁𝑑/2⌉) as special cases, where ⌈.⌉ denotes
the ceiling function. When the decision vectors do not fit the
decision fusion rule, the final decision is rejected, e.g. when
𝑁𝑑 = 4 and there are four different decisions, the trial is
rejected.

IV. PERFORMANCE ANALYSIS

In this section we present a performance analysis of our
work. First the performance results of modulation identifi-
cation based on HOS in SISO systems are given. Then the
performance of the D-DMI algorithm is presented by studying
the channel mixing effect. Also, we study the performance
of the ZF-DMI algorithm when employed with or without
perfect CSI. The effect of spatial correlation is introduced and
finally we explain how the decision fusion improves the overall
performance.

A. Performance Results in SISO systems

The hierarchical modulation identification for SISO systems
using HOS (up to four) was employed in [7]. It was shown
that the probability of modulation identification is a function
of SNR, number of received symbols 𝑁 and the considered
modulation pool. The identification performance depends on
the accuracy of HOS estimation. Also the variance of HOS es-
timators depends on the SNR and 𝑁 . It is clear that increasing
𝑁 will decrease the variance and improves the overall perfor-
mance. Anyway, simulations show that about 500 symbols are
sufficient to produce good estimates of HOS. The probability
of identification was higher than 99% when the SNR is not
lower than 5dB and 10dB when considering, respectively,
four and eight modulation pools. Note that the probability
of identification 𝑃𝑖 is an increasing function of SNR when
considering a known modulation pool and a sufficient number
of samples for SISO systems. We define the minimum required

TABLE I
SOME THEORETICAL STATISTICAL MOMENTS AND CUMULANTS VALUES

FOR DIFFERENT MODULATION SCHEMES OF INTEREST [1], [5], [7]

2-
P
S
K

4-
P
S
K

8-
P
S
K

4-
A

S
K

8-
A

S
K

16
-Q

A
M

64
-Q

A
M

C20 1 0 0 1 1 0 0
M40 1 1 0 1.64 1.77 -0.67 -0.18
M41 1 0 0 1.64 1.77 0 0
M42 1 1 1 1.64 1.77 1.32 1.34
C40 -2 1 0 -1.36 -1.24 -0.68 -0.62
C41 -2 0 0 -1.36 -1.24 0 0
C42 -2 -1 -1 -1.36 -1.24 -0.68 -0.62
M60 1 0 0 2.92 3.62 0 0
M61 1 -1 0 2.92 3.62 -1.32 0.38
M63 1 1 1 2.92 3.62 1.96 2.08
C60 16 0 0 8.32 7.19 0 0
C61 16 -4 0 8.32 7.19 2.08 1.8
C62 16 0 0 8.32 7.19 0 0
C63 16 4 4 8.32 7.19 2.08 1.8

SNR for close to optimal modulation identification, SNR𝑚𝑖𝑛,
by 𝑃𝑖(∞)−𝑃𝑖( SNR> SNR𝑚𝑖𝑛)

𝑃𝑖(∞) < 𝜖, where normally, 𝜖 = 0.01

and 𝑃𝑖(∞) = 100%. Based on our simulations, we noted
that the statistics of order higher than six will not improve
the probability of identification. Therefore, in our work, we
consider statistics of order up to six to extract the needed
features for modulation identification.

Theoretical values of some HOS are given in Table I to show
how they can discriminate the different modulation schemes of
interest. These theoretical values are calculated by averaging
HOS for different digital modulation constellations under the
constraints of unit variance symbols and noise free case.

B. Channel Mixing Effect

The modulation scheme is directly identified from the
received signal vector and no CSI knowledge is required when
considering the D-DMI algorithm. Each stream of the received
MIMO signal vector y is given by:

𝑦𝑗 =

𝑁𝑡∑
𝑖=1

ℎ𝑖𝑗𝑥𝑖 + 𝑛𝑗 (15)

where ℎ𝑖𝑗 is the complex channel gain between the 𝑖𝑡ℎ

transmit antenna and the 𝑗𝑡ℎ receive antenna. The noise-
free case is considered to separately study the effect of
the MIMO channel. Since the transmitted symbols are i.i.d
and mutually independent then the self-normalized HOS are
given by �̃�𝑘𝑚(𝑦𝑗) = 𝜆𝑘𝑚(𝑗) �̃�𝑘𝑚(𝑥𝑐) and 𝐶𝑘𝑚(𝑦𝑗) =
𝜆𝑘𝑚(𝑗)𝐶𝑘𝑚(𝑥𝑐) , where 𝑥𝑐 is an arbitary stream of the

𝑁𝑡 source ones and 𝜆𝑘𝑚(𝑗) =
∑𝑁𝑡

𝑖=1 ℎ
𝑘−𝑚
𝑖𝑗 ℎ∗

𝑖𝑗
𝑚

(
∑𝑁𝑡

𝑖=1∣ℎ𝑖𝑗 ∣2)𝑘/2
[4]. The

identification process is done for each one of the 𝑁𝑟 received
streams before the decision fusion.

Based on the definition of the channel complex gains, we
conclude that the random variables {𝜆𝑘𝑚(𝑗), 1 ≤ 𝑗 ≤ 𝑁𝑟} are
statistically identical and independent of 𝑗 and hence we refer
to them as 𝜆𝑘𝑚. Then, the HOS of digitally modulated signals
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for the ideal noise-free case (Table I) are multiplied by a
random factor for each received stream in the MIMO system.
It is clear that ∣𝜆𝑘𝑚∣ < 1, i.e. the channel mixing drives
the received signals to be more Gaussian. This effect will
corrupt the HOS and hence the identification process which in
turn degrades the overall identification percentage, requiring
a higher SNR.

C. Zero-Forcing Performance

The ZF equalizer estimates the 𝑁𝑡 transmitted streams as
given in (4). The post-processing SNR of the n𝑡ℎ stream for
the ZF equalizer is given by [20]:

𝜂𝑛 =
𝜂0

[(H𝐻H)−1]𝑛𝑛
= 𝜂0𝜅𝑛, 1 ≤ 𝑛 ≤ 𝑁𝑡, (16)

where 𝜂0 is the averaged SNR at each receive antenna. It was
shown in [21] that 𝜅𝑛 is a weighted chi-square distributed
random variable with 𝐾 = 2(𝑁𝑟−𝑁𝑡+1) degrees of freedom
when considering uncorrelated Rayleigh fading channel. Since
the distribution of 𝜅𝑛 is independent of the subscript 𝑛, we
denote the effective post-processing SNR by 𝜂.

It was shown above that the identification performance
for each detected stream is an increasing function of the
effective SNR. The effect of the ZF equalizer on the overall
performance is presented by the statistical properties of 𝜂
which is the actual SNR at the input of each one among the
𝑁𝑡 classifier branches. The Cumulative distribution function
𝐹𝐾(𝑥) of 𝜂 ∽ 𝒳 2(𝐾) is a decreasing function of 𝐾 , for any
fixed 𝑥 ≥ 0 [21]; i.e. 𝑃 (𝜂 > 𝑥) increases when 𝐾 increases.
Then the overall performance depends on 𝐾 and improves
when Δ = 𝑁𝑟 − 𝑁𝑡 increases. Then, the performance for
single-input multiple-output (SIMO) system is always better
than that for MIMO system when using the same number of
antennas at the receiver.

D. Channel Correlation Effect

Based on the Kronecker correlation model presented in (2)
and the fact that H𝑤 ∽ 𝒞𝒩 (0𝑁𝑟×𝑁𝑡 , I𝑁𝑟 ⊗I𝑁𝑡), we conclude
that H ∽ 𝒞𝒩 (0𝑁𝑟×𝑁𝑡 ,R𝑟 ⊗R𝑡) where 0𝑁 is the zero matrix
of order 𝑁 . Here, we will consider the presence of only
transmit correlation. Since H is complex normally distributed
matrix then Z = H𝐻H is complex Wishart matrix [21], i.e.
Z ∽ W𝑁𝑡(𝑁𝑟, 2R𝑡). In this case the post-processing SNR of
the n𝑡ℎ ZF equalized stream is a weighted Chi-squared variable
distributed as [20]:

𝑓(𝜂𝑛) =
𝜆𝑛,𝑐 exp (− 𝜂𝑛𝜆𝑛,𝑐

𝜂0
)

𝜂0Γ(𝑁𝑟 −𝑁𝑡 − 1)

(
𝜂𝑛𝜆𝑛,𝑐
𝜂0

)(𝑁𝑟−𝑁𝑡)

, 1 ≤ 𝑛 ≤ 𝑁𝑡,

(17)
where Γ(.) denotes the Gamma function and 𝜆𝑛,𝑐 is the
effective SNR degradation due to transmit correlation and it
is equal to [R−1

𝑡 ]𝑛𝑛. The matrix inversion is given by 𝜆𝑛,𝑐 =
[R−1

𝑡 ]𝑛𝑛 =
det[R𝑛𝑛

𝑡 ]
det[R𝑡]

, where det(.) denotes the determinant of a
matrix and det[R𝑛𝑛

𝑡 ] is the minor of the matrix R𝑡. It is easy
to show that:

𝜆𝑛,𝑐 =

{
1/(1− ∣𝜌𝑡∣2), 𝑛 = 1, 𝑁𝑡

(1 + ∣𝜌𝑡∣2)/(1− ∣𝜌𝑡∣2), 𝑛 = 2, . . . , 𝑁𝑡 − 1
(18)

It is clear that when the channel is highly correlated (∣𝜌𝑡∣ → 1),
the effective SNR degradation due to correlation is more
important (𝜆𝑛,𝑐 → ∞). We can see that the SNR degradation
of the first and last received streams is less than the remaining
(𝑁𝑡−2) streams. The fact that the performance improves when
Δ increases is also valid in the case of correlated MIMO
channels as it is clear in (17).

E. Channel Estimation Error Effect

Here, we are interested in investigating the impact of chan-
nel estimation error on the modulation identification rather
than the estimation process. An erroneous channel estimation
is modeled in (5). Hence, the ZF equalizer output is given by:

x̂ = Ŵ (Hx + n) (19)

where Ŵ = Ĥ
†
= (H + 𝜎𝑒Ω)†. The pseudo inverse Ĥ

†
can

be approximated by Taylor expansion when assuming 𝜎𝑒 ≪ 1
as follows:

Ŵ ∼= H†(I𝑁𝑟 − 𝜎𝑒ΩH†). (20)

The estimated signal vector can be written as x̂ = x+ n̂ where
n̂ is given by:

n̂ = H†n − 𝜎𝑒H
†Ω x − 𝜎𝑒H

†ΩH†n. (21)

It was shown in [22] that the post-processing SNR for each
estimated stream, when considering uncorrelated Rayleigh
channel, is given by:

𝜂𝑛 =
𝜂0

[1 + 𝜎2
𝑒𝑁𝑡𝜂0 + 𝜎2

𝑒 𝑡𝑟((H
𝐻H)−1)] [(H𝐻H)−1]𝑛𝑛

,

1 ≤ 𝑛 ≤ 𝑁𝑡. (22)

This result is also valid for correlated MIMO channels when
the correlation model is defined as in (3). Hence, the post-
processing SNR of the n𝑡ℎ stream can be approximated by
[22]:

𝜂𝑛 =
𝜂0

(1 + 𝜎2
𝑒𝑁𝑡𝜂0) [(H

𝐻H)−1]𝑛𝑛
=
𝜂0𝜅𝑛
𝜆𝑒

, 1 ≤ 𝑛 ≤ 𝑁𝑡,

(23)
where 𝜆𝑒 = 1 + 𝜎2

𝑒𝑁𝑡𝜂0 is the SNR degradation owing to
the imperfect CSI. It is clear that the performance does not
only depend on Δ but is also a function of 𝑁𝑡 and 𝜎𝑒.
The reason for the dependence on 𝑁𝑡 is that the inter-stream
interference cannot be cancelled perfectly in the presence of
channel estimation error [22]. For large SNR (𝜂0 → ∞), the
percentage 𝜂0/𝜆𝑒 → 1/𝜎2

𝑒𝑁𝑡, which leads to an upper bound
for the identification percentage contrary to the perfect CSI
case.

F. Decision Fusion Performance

The final decision is made by combining the 𝑁𝑑 deci-
sion vectors and applying the 𝑀 -out-of-𝑁𝑑 decision fusion
rule. The total probability of identification of the modulation
scheme is given by:

ℙ𝑖 =

𝑁𝑑∑
𝑘=𝑀

(
𝑁𝑑

𝑘

)
𝑃𝑖

𝑘(1− 𝑃𝑖)
𝑁𝑑−𝑘 (24)

Here, we consider that the probability of identification is
identical for all the decision branches, which is realistic since
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all the ANN classifiers are identical and the 𝑁𝑑 processed
signals are statistically identical.

V. RESULTS AND DISCUSSION

The proposed algorithm was verified and validated for
various orders of linear digital modulation schemes. In our
simulations otherwise mentioned, we consider the following
antenna configuration: 𝑁𝑡 = 2, 𝑁𝑟 = 4. First, 50 real-
izations of testing MIMO signals with 512 × 𝑁𝑡 symbols
for each considered modulation scheme are generated. The
source messages and the channel matrix are randomly selected
for each realization. These realizations are employed only
for ANN training. The combined HOM and HOC of the
processed signals are calculated to form the features set. Then,
features normalization and subset selection is performed as a
preparation of ANN training. Extensive simulations show that
the optimal ANN structure to be used for these algorithms
is a two hidden layers network (excluding the input and the
output layers), where the first layer consists of 10 nodes and
the second of 15 nodes.

In what follows, we will consider two modulation pools in
all our simulations Θ1 = { 2-PSK, 4-PSK, 8-PSK } and Θ2 =
{ 2-PSK, 4-PSK, 8-PSK, 4-ASK, 8-ASK, 16-QAM, 64-QAM}.
Actually, Θ1 represents the intra-class modulation
identification (i.e. only identifying the order of the
modulation) and Θ2 represents the full-class modulation
identification (i.e. identifying the order and the type of the
modulation at the same time).

All results are based on 1000 Monte Carlo trials for each
modulation scheme i.e. 3000 Monte Carlo trials in total for Θ1

and 7000 Monte Carlo trials in total for Θ2. For each Monte
Carlo trial, 𝑁𝑡 random testing streams of 512 i.i.d symbols are
used as input messages. Also, the channel matrix is randomly
generated for each trial. The Marsaglia polar method and
the combined multiple recursive one are used to generate ,
respectively, normal and uniform random variables.

For different values of SNR, a spatially-white circularly
complex Gaussian noise with variance 𝜎2

𝑛 is added such that
the SNR = 10 𝑙𝑜𝑔10(

𝜎2
𝑥

𝜎2
𝑛
) where 𝜎2

𝑥 is the average transmitted
power.

The probability of identification is given in percentage
and estimated by 𝑁𝑐

𝑁𝑡𝑜𝑡𝑎𝑙
× 100, where 𝑁𝑡𝑜𝑡𝑎𝑙 (=3000 or

7000) is the total number of trials and 𝑁𝑐 is given by:
𝑁𝑐 =

∑
𝜃𝑖∈Θ1 (or ∈Θ2 )𝑁𝜃𝑖 , with 𝑁𝜃𝑖 being the number of

trials for which the modulation 𝜃𝑖 ∈ Θ1 ( or ∈ Θ2) is cor-
rectly identified. In what follows, we present the performance
results of our three proposed algorithms D-DMI, ZF-DMI and
SCMA-DMI before introducing a performance comparison
study.

A. D-DMI Performance

Fig. 2 shows the D-DMI performance in different scenarios.
The SNR𝑚𝑖𝑛 for PSK intra-class modulation identification is
11dB while the probability of modulation identification will
reach its upper bound when SNR is higher than 18dB for full-
class modulation identification. Note that the channel mixing
drives the received signals to be more Gaussian which corrupts
the HOS and requires a higher SNR to achieve the same
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Fig. 2. Probability of identification versus SNR for D-DMI in the cases
(a) Θ1 through uncorrelated channel (b) Θ1 with Kronecker model (∣𝜌𝑡∣ =
∣𝜌𝑟 ∣ = 0.5) (c) Θ2 through uncorrelated channel (d) Θ2 with Kronecker
model (∣𝜌𝑡∣ = ∣𝜌𝑟∣ = 0.5).
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ZF-DMI /Θ1
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ZF-DMI /Θ2

ZF-DMI /Θ2/ |ρt|=|ρr|=0.5

Fig. 3. Probability of identification versus SNR for ZF-DMI in the following
cases (a) Θ1 through uncorrelated channel (b) Θ1 with Kronecker model
(∣𝜌𝑡∣ = ∣𝜌𝑟 ∣ = 0.5) (c) Θ2 through uncorrelated channel (d) Θ2 with
Kronecker model (∣𝜌𝑡∣ = ∣𝜌𝑟∣ = 0.5).

probability of identification compared to SISO systems. As
shown in Fig. 2, the presence of channel correlation will
degrade the performance and drive the SNR𝑚𝑖𝑛 to 15dB
and 22dB, respectively, for PSK intra-class and full-class
identification when considering moderately correlated MIMO
channels (∣𝜌𝑡∣ = ∣𝜌𝑟∣ = 0.5).

B. ZF-DMI Performance

Fig. 3 shows the ZF-DMI performance in different scenar-
ios. The SNR𝑚𝑖𝑛 for PSK intra-class and full-class modulation
identification is, respectively, -2dB and 6dB. It is to be noted
that the ZF technique revealed some ambiguity from the
received symbols which improves the identification perfor-
mance. In the case of channel correlation, the performance de-
grades where the SNR𝑚𝑖𝑛 reaches 1dB and 9dB, respectively,
for PSK intra-class and full-class modulation identification
when ∣𝜌𝑡∣ = ∣𝜌𝑟∣ = 0.5. Also, the performance improves when
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Fig. 4. Probability of identification versus SNR for different MIMO antenna
configurations (ZF-DMI when considering Θ2 with Kronecker model, ∣𝜌𝑡∣ =
∣𝜌𝑟∣ = 0.5).
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Fig. 5. Probability of identification versus SNR for different 𝜎2
𝑒 (channel

estimation error variance) values (ZF-DMI when considering Θ2 with Kro-
necker model, ∣𝜌𝑡∣ = ∣𝜌𝑟 ∣ = 0.5).

the difference Δ = 𝑁𝑟 − 𝑁𝑡 increases as it is clear in Fig.
4. This result is expected since increasing Δ will increase the
effective post-processing SNR and improve the probability of
identification.

The effect of channel estimation error on modulation identi-
fication has been examined and the results are displayed in Fig.
5. As noticed, the performance will drop rapidly for an error
variance 𝜎2

𝑒 ≥ 0.1. That is the erroneous channel estimation
leads to a performance upper bound contrary to the perfect
CSI case as shown in Fig. 5. This upper bound decreases as
𝜎2
𝑒 increases. This upper bound problem is serious since even

when the SNR is very large the identification performance will
not exceed that upper bound. The proposed solution is to use
a BSS technique where the channel estimation is not required.

C. SCMA-DMI Performance

Among the different BSS algorithms available in the litera-
ture we had chosen the SCMA. The performance of the blind
SCMA-DMI algorithm has been examined and the results are
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SCMA-DMI /Θ1/ |ρt|=|ρr|=0.5

SCMA-DMI /Θ2

SCMA-DMI /Θ2/ |ρt|=|ρr|=0.5

Fig. 6. Probability of identification versus SNR for SCMA-DMI in the
following cases (a) Θ1 through uncorrelated channel (c) Θ1 with Kronecker
model (∣𝜌𝑡∣ = ∣𝜌𝑟 ∣ = 0.5) (b) Θ2 through uncorrelated channel (c) Θ2 with
Kronecker model (∣𝜌𝑡∣ = ∣𝜌𝑟∣ = 0.5) .

displayed in Fig. 6. As noticed, the SNR𝑚𝑖𝑛 for PSK intra-
class and full-class modulation identification is, respectively,
5dB and 10dB. As shown, the presence of channel correlation
will degrade the performance and drive the SNR𝑚𝑖𝑛 to 9dB
and 13dB, respectively, for PSK intra-class and full-class
identification modulation identification when ∣𝜌𝑡∣ = ∣𝜌𝑟∣ =
0.5. Obviously, the blind SCMA-DMI algorithm solves the
performance upper bound problem caused by the erroneous
channel estimation when employing the ZF equalizer. But the
blind SCMA-DMI requires a higher SNR compared to the
ZF-DMI employed when perfect CSI is assumed.

D. Channel Correlation Effect

The performance of the ZF-DMI algorithm in the presence
of both transmit and receive correlations has been examined
and the results are displayed in Fig. 7. As noticed, the perfor-
mance degrades when the correlation increases. The SNR𝑚𝑖𝑛
of full-class modulation identification through uncorrelated
MIMO channel is 6dB while SNR𝑚𝑖𝑛 is, respectively, 7dB and
9dB when ∣𝜌𝑡∣ = ∣𝜌𝑟∣ = 0.3 and ∣𝜌𝑡∣ = ∣𝜌𝑟∣ = 0.5 . Also, the
SNR𝑚𝑖𝑛 of full-class modulation identification is, respectively,
12dB and 15dB when ∣𝜌𝑡∣ = ∣𝜌𝑟∣ = 0.7 and ∣𝜌𝑡∣ = ∣𝜌𝑟∣ = 0.9.
A comparison study is done to separately examine the effect
of transmit and receive correlation coefficients. The results
shown in Fig. 8 indicate that the transmit correlation affects the
performance more than receive correlation. These results can
be justified from our previous performance analysis. It is clear
that when ∣𝜌∣ → 1, the performance degrades rapidly. Also,
the degradation in SNR𝑚𝑖𝑛 due to increasing the correlation
coefficient agrees with the SNR loss as introduced in (18).

E. Identification Performance for each Modulation Scheme

The false identification probability 𝑃𝑓 is the probability to
identify certain modulation scheme when it was not trans-
mitted. Here, we examine 𝑃𝑖 and 𝑃𝑓 for each modulation
scheme instead of calculating the average probability for all
schemes. The modulation pool and simulations conditions are
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Fig. 7. ZF-DMI performance for Θ2 with Kronecker correlation model
in the following cases (a) ∣𝜌𝑡∣ = ∣𝜌𝑟 ∣ = 0 (b) ∣𝜌𝑡∣ = ∣𝜌𝑟∣ = 0.3 (c)
∣𝜌𝑡∣ = ∣𝜌𝑟 ∣ = 0.5 (d) ∣𝜌𝑡∣ = ∣𝜌𝑟 ∣ = 0.7 (e) and ∣𝜌𝑡∣ = ∣𝜌𝑟 ∣ = 0.9.
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Fig. 8. Performance comparison among different values of transmit or receive
correlation coefficients ∣𝜌𝑡∣ = 0.5, 0.7 or 0.9 and ∣𝜌𝑟 ∣ = 0.5, 0.7 or 0.9
(ZF-DMI performance for Θ2 with Kronecker correlation model).

the same as that used in [8] to evaluate the performance of
the ALRT and HLRT algorithms. We consider an uncorrelated
MIMO system with 2×4 antennas and 512 received symbol
per antenna. The considered modulation pool is: 2-PSK, 4-
PSK,16-PSK and 16-QAM.

Fig. 9 shows 𝑃𝑖 and 𝑃𝑓 for each scheme when employing
the ZF-DMI algorithm. The identification performance is the
best for 2-PSK when the SNR is relatively high. On the other
hand 4-PSK is the best detected and the more false identified
in the low SNR region. The ZF-DMI algorithm performs well
when compared to the optimal ALRT algorithm. The SCMA-
DMI algorithm is used when the channel matrix is unknown.
It is clear in Fig. 10 that, when SNR is relatively low, 2-
PSK scheme has higher 𝑃𝑖 and 𝑃𝑓 relative to 16-PSK scheme
which is the worst identified and the less false identified.
Also as seen, the performance of SCMA-DMI is good in
comparison with the HLRT algorithm. The major drawbacks
of the methods in [8] are the high computational complexity
and its need of perfect knowledge of the noise variance at the
receiver side.
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Fig. 9. ZF-DMI performance for each modulation scheme with known
uncorrelated channel matrix for MIMO system using 𝑁𝑡 = 2 and 𝑁𝑟 = 4
antennas; 512 received samples per antenna.

F. Performance Comparison

Finally, a comparison study among the three proposed
algorithms of modulation identification introduced in this
paper is done and the results are displayed in Fig. 11. As
noticed, the ZF-DMI algorithm offers the best performance
when perfect CSI is assumed. However, the proposed ZF-DMI
algorithm is sensitive to channel estimation errors. Note that
the presence of erroneous channel estimation causes a rapid
performance degradation when the error variance 𝜎2

𝑒 ≥ 0.1.
Also, this erroneous estimation leads to an upper bound of the
probability of identification contrary to the perfect CSI case;
i.e. SNR tends to infinity but the probability of identification
does not reach 100%. To solve this problem the totally
blind SCMA-DMI algorithm was proposed. This algorithm
solved the upper bound problem without any CSI knowledge.
However, the SCMA-DMI requires higher SNR to achieve
the same performance as the ZF-DMI employed when perfect
CSI is assumed. In fact the SNR𝑚𝑖𝑛 is, respectively, 9dB
and 13dB when using ZF-DMI and SCMA-DMI algorithms
for full-class identification through MIMO channels when
∣𝜌𝑡∣ = ∣𝜌𝑟∣ = 0.5. The D-DMI algorithm has the lower
complexity but offers a low performance compared to the
remaining two algorithms. Simulation results show a gain in
SNR𝑚𝑖𝑛 of about 4dB when comparing the performance for
SISO and uncorrelated SIMO (𝑁𝑟 = 4) systems.

VI. CONCLUSIONS

We presented three algorithms for digital modulation iden-
tification aimed for correlated MIMO systems based on HOS
as features extraction subsystem and a neural network trained
with resilient backpropagation learning algorithm as classifier
subsystem. The less complex D-DMI algorithm extracted the
features directly from the received MIMO signal and it is a
good choice when the transmitted power is high. The ZF-DMI
employs a zero-forcing equalizer before the features extrac-
tion process and it is the best algorithm when perfect CSI
knowledge is assumed. The SCMA-DMI algorithm blindly
separates the symbols and offers the best performance when
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Fig. 10. SCMA-DMI performance for each modulation scheme with
unknown uncorrelated channel matrix for MIMO system using 𝑁𝑡 = 2 and
𝑁𝑟 = 4 antennas; 512 received samples per antenna.
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Fig. 11. Performance comparison among different algorithms for Θ2 with
Kronecker model (∣𝜌𝑡∣ = ∣𝜌𝑟 ∣ = 0.5).

no CSI knowledge is assumed. The proposed algorithms are
examined through correlated MIMO channels and they are
shown to be capable of identifying different linear digital
modulation schemes with high accuracy. The robustness of
these algorithms to synchronization errors, frequency offsets
and phase jitter must be studied.
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