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ABSTRACT

Video streaming applications over best-effort networks, such as the Internet, have become very popular among Internet users. Watching live sports and news, renting movies, watching clips online, making video calls, and participating in videoconferences are typical video applications that millions of people use daily. One of the most challenging aspects of video communication is the proper transmission of video in various network bandwidth conditions. Currently, various devices with different processing powers and various connection speeds (2G, 3G, Wi-Fi, and LTE) are used to access video over the Internet, which offers best-effort services only. Skype, ooVoo, Yahoo Messenger, and Zoom are some well-known applications employed on a daily basis by people throughout the world; however, best-effort networks are characterized by dynamic and unpredictable changes in the available bandwidth, which adversely affect the quality of the video. For the average consumer, there is no guarantee of receiving an exact amount of bandwidth for sending or receiving video data. Therefore, the video delivery system must use a bandwidth adaptation mechanism to deliver video content properly. Otherwise, bandwidth variations will lead to degradation in video quality or, in the worst case, disrupt the entire service. This is especially problematic for videoconferencing (VC) because of the bulkiness of the video, the stringent bandwidth demands, and the delay constraints. Furthermore, for business grade VC, which uses high definition videoconferencing (HDVC), user expectations regarding video quality are much higher than they are for ordinary VC. To manage network fluctuations and handle the video traffic, two major components in the system should be improved: the video encoder and the congestion control.

The video encoder is responsible for compressing raw video captured by a camera and generating a bitstream. In addition to the efficiency of the encoder and compression speed, its output flow is also important. Though the nature of video content may make it impossible to generate a constant bitstream for a long period of time, the encoder must generate a flow around the given bitrate.

While the encoder generates the video traffic around the given bitrate, congestion management plays a key role in determining the current available bandwidth. This can be done by analyzing the statistics of the sent/received packets, applying mathematical models, updating parameters, and informing the encoder. The performance of the whole system is related to the in-line collaboration of the encoder
and the congestion management, in which the congestion control system detects and calculates the available bandwidth for a specific period of time, preferably per incoming packet, and informs rate control (RC) to adapt its bitrate in a reasonable time frame, so that the network oscillations do not affect the perceived quality on the decoder side and do not impose adverse effects on the video session.

To address these problems, this thesis proposes a collaborative management architecture that monitors the network situation and manages the encoded video rate. The goal of this architecture is twofold: First, it aims to monitor the available network bandwidth, to predict network behavior and to pass that information to the encoder. So encoder can encode a suitable video bitrate. Second, by using a smart rate controller, it aims for an optimal adaptation of the encoder output bitrate to the bitrate determined by congestion control.

Merging RC operations and network congestion management, to provide a reliable infrastructure for HDVC over the Internet, represents a unique approach. The primary motivation behind this project is that by applying videoconference features, which are explained in the rate controller and congestion management chapter, the HDVC application becomes feasible and reliable for the business grade application even in the best-effort networks such as the Internet.
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CHAPTER 1

INTRODUCTION

The use of multimedia communications, especially video applications, continues to increase. Watching live sports, movies, and clips from various video service providers, such as YouTube and Netflix, and VC are typical usages of video over the Internet. According to ComScore’s 2009 report, people across the globe streamed 41% more video in August 2009 than in August 2008 [1]. One of the primary challenges of video communication is the proper transmission of video in different bandwidths. Recently, various devices with different processing powers and different network connections have been used to access video via the Internet, which offers best-effort services only [2]. This means that for the average consumers, there is no guarantee that an exact amount of bandwidth will be used for sending or receiving video data. Hence, the video delivery system should use a bandwidth adaptation mechanism to deliver the video content in a way that avoids bandwidth variations to cause a significant degradation in video quality or to interrupt the entire service. This issue is particularly significant for VC because of the bulkiness of video and its stringent bandwidth demands. Furthermore, because VC applications are live, they are very sensitive to delay, and users have little tolerance for interruptions or poor video quality.

Current VC systems can be categorized in two major groups: standard definition (SD) and high definition (HD). SD is one of the first standards and has been used for decades. It defines the acceptable level of quality for small video monitors, especially those less than 27 inches [3]. Although this standard is rather old, SD-based devices offer reasonably sharp and smooth pictures; however, when the size of display exceeds 27 inches, the SD standard is unable to satisfy customer requirements, and it is easy to perceive degradation in the quality of the SD video utilizing the 480i format. Users who compare SD video quality on a small monitor with that on a large monitor may assume that the large monitor has a hardware problem because the displayed picture does not appear realistic and has some negative effects, such as jagged lines, blurry outlines, washed-out colors, visual noise, and choppy movements.

In contrast, HD video applications provide better quality, decrease eye fatigue, and show more readable text, especially on a remote whiteboard. High definition videoconferencing (HDVC) is defined as VC in which the video quality is high definition, i.e., 1920 x 1080 pixels (or higher) frame size at 30 frames (or higher) per second progressive scan, commonly referred to as 1080P30. From a user’s perspective, HDVC significantly improves the quality of VC in terms of presence, awareness, realism, and details,
providing a rich user experience through detailed facial expression, body language, visual clarity, and fidelity. The HDVC market has recently become significant and is growing rapidly due to the technology’s efficiency, practicality, and convenience as well as the economic downturn and security concerns with traveling. Typical customers include hotels, law firms, remote development firms, construction firms, and companies with geographically distributed branches. Current HDVC solutions include Cisco’s Telepresence [4], Logitech’s Lifesize [5], Polycom’s Telepresence [6], and Magor’s Telecollaboration [7] line of products.

HDVC requires high bandwidth to operate properly. Therefore, to maintain a constant level of quality, a minimum bandwidth should be guaranteed for a required quality of service (QoS), which is why most current HDVC systems require dedicated networks with a guaranteed QoS [8]; however, requiring a dedicated network affects the flexibility of the system (e.g., from infrastructure availability in all locations) and increases the total cost of the solution (the base model of Cisco Telepresence costs 300K USD, whereas a typical model of the Magor solution costs around 70K USD). By accepting some degrees of flexibility on network bandwidth fluctuations, we can decrease the cost of the network at the expense of not getting good quality all the time. This tradeoff can be optimized if the solution is smart enough to make efficient use of the Internet’s best-effort services. Consequently, HDVC can be more practical and more widely deployable if it uses regular high-speed (albeit non-dedicated) Internet connectivity. Internet service providers (ISPs) offer best-effort services with high-bandwidth connectivity that are considerably cheaper than dedicated networks and offer average bitrate instead of dedicated or guaranteed bitrate, with certain restrictions in generating burst data. Recently, some companies, such as Magor Communication, have shown the feasibility of using HDVC over non-dedicated high-speed Internet. To become feasible in this way, HDVCs should address two concerns:

- A rate control that can generate video traffic according to the network available bandwidth.

- A network congestion control, which predicts any upcoming modification on the available bandwidth, calculates available bandwidth, and passes that information to the rate controller, which can then take the appropriate actions.

From the video encoder point of view, the rate control (RC), which adjusts the bitrate of the video, should satisfy the following requirements:

- Make optimal use of the best-effort network; i.e., it should use the available bandwidth as much as is required for high-motion frames and avoid wasting network bandwidth when there is little activity in the video.
Choose optimum point of quality and bitrate of the video, based on the current available bandwidth and packet loss, which changes dynamically in a best-effort service.

These essential features should be supported by a system that tries to satisfy end users in terms of the video quality.

From the network perspective, HDVC systems can use two different approaches for video streaming: dedicated networks and best-effort networks. Dedicated networks offer reliable infrastructure; however, the customer has to purchase and maintain a dedicated network with a guaranteed QoS for all locations involved in the videoconference on top of the HDVC system. In this case, the network is always available, and there is no need to have a sophisticated congestion control to calculate the available bitrate. Based on the difficulties mentioned before, this is not an option in our research. The other option is best-effort networks. Because HDVC uses best-effort networks such as regular high-speed Internet, the operational cost is cheap and can be easily maintained. But the best effort networks pose the problem of the dynamically changes of the available bandwidth at any given time [2]. In this case, the congestion control plays a key role in success of each HDVC solution. Considering that the video quality is one of the most important factors in HDVC in terms of user experience, available bandwidth variations make the transmission of the HD video challenging. If the available bandwidth decreases, the video bitrate must be quickly adjusted to match it. Otherwise, data will be lost, and the end user will see degraded video. On the other hand, once the available bandwidth increases again, the video bitrate has to quickly adjust to that as well, to ensure that the highest possible quality and fidelity of the video is being presented to the user.

1.1 Research Motivation

As mentioned in the introduction, the rate and congestion control systems are two critical components for each video conferencing solution. It is useful to know where the best effort concept comes from and why this network called "best effort", then we can get better idea of how to deal with this network and how we can make it useful for HDVC applications.

Historically, IP networks have always been known as “best effort” networks [9]. This technical term means that all IP packets are treated in the same fashion. This type of network attempts to deliver every packet as quickly as possible but makes no priority regarding to the type of service required. This may seem to be a fair approach for many applications. But for certain applications, such as multimedia applications, the “best effort” behavior simply is not good enough. In contrast, it is usually preferred that IP networks provide a different transmission policy to support certain classes of applications in some special cases.
“Better than best effort” is a more suitable way to describe this type of quality of service. Voice over IP (VoIP) and videoconferencing are two examples.

Still, the dominant network of the internet infrastructure is the “best effort” network because of the economic concerns, which dictates a decrease in the cost of communication at the expense of occasionally losing or delaying some packets. This is not a major issue for many applications. For example, a TCP-based application easily manages this situation by resending the lost packets again [10]. There is a major issue with UDP-based applications in which there is no built-in congestion detection/avoidance mechanism in the protocol [11].

The delay and the loss are important indications and they indicate important data about the network. When a packet is delayed in the network, it means that the buffers of the intermediate devices between the source and the destination (routers, switches, etc.) are becoming full, so the packets must wait to be delivered. When a packet is lost, it means that the buffers are already full and cannot accept any new packet. A congestion control/detection method in TCP-based applications analyzes those incidents (delay, loss, etc.) and takes the proper actions by retransmitting the lost packets and decreasing the bitrate. Since there is no such mechanism in a UDP-based application, the application itself should manage those parameters. A TCP friendly rate control (TFRC) method is one successful solution. Currently, almost all video conferencing solutions have some types of components in the system to manage network indications. A videoconferencing session is composed of key elements, and the block diagram of the system is depicted in Figure 1.
Each node has both a client and a server module. The following is a brief description of some key elements:

- The video encoder is responsible for encoding raw video into the compressed bitstream, which is called the network abstraction layer (NAL) units, and for streaming it over the network via real-time protocol (RTP) packets.

- Congestion prediction is located at the decoder-side and attempts to obtain the status of the network (e.g., delay, jitter, and loss) in order to detect the current traffic, predict upcoming congestion, and send notifications to the congestion monitor via real-time control packets (RTCP).

- The congestion monitor receives RTCP packets and calculates the available bandwidth. It determines the encoder bitrate and informs the rate controller, and then the rate controller makes the appropriate adjustments.

- (Rate Controller) RC is responsible for adapting the bitrate of the encoder according to the information provided by congestion control. RC should optimize the rate and quality and
selects an optimum point.

- The congestion detector is used to calculate the congestion parameters (e.g., delay, jitter, and loss), in order to detect the current network traffic, predict upcoming congestion, and send notifications to the congestion prediction and the congestion monitor unit.

- The video decoder reassembles and de-packetizes the incoming packets and presents the video. It also sends the packet statistics to the congestion detector unit.

Managing two main component of the system, RC and congestion prediction, and offering an efficient collaboration between them are the main motivations of this study.

1.2 Problem Statement

Our goal is to provide an efficient end-to-end solution to improve user satisfaction with HDVC over non-dedicated network. To do so, we focus on two major areas: congestion prediction and RC.

First, we analyze the network parameters, such as delay, jitter, and loss to obtain an accurate knowledge of the network condition, which helps to predict the network behavior, and subsequently send our expectation value of the network behavior to the congestion control. Second, we propose an agile rate controller that works closely with the congestion control component to adapt the video bitrate by offering the best possible video quality for the current network situation. The rate controller should provide the following features [12]:

- Use the videoconferencing features and define a proper duration for collecting history. For example, a bitrate used in the previous 30 minutes is not a sufficient reference for calculating the average bitrate. The VC is an ongoing video communication and is different from other video applications, such as video on demand or live videos. In these applications, the videos have been encoded before streaming while in VC this is not the case.

- Allocate the bitrate efficiently. In HDVC, it is necessary to manage the bitrate efficiently because the amount of the transmitted data is high and requires sufficient network resources. Also, HDVC users do not accept low-quality video. Thus, the rate controller should reduce the bitrate quickly when there are few activities during the video in order to preserve the average network usage threshold and assign the bandwidth for high-activity frames instantly in order to preserve the video quality.
• Design the rate controller according to the burst limitation. Although the network may accept the burst, the rate controller must generate uniform traffic and decrease the amount of burst as much as possible; otherwise, some packets may be dropped, or the service provider may apply extra charges to transmit the non-uniform burst traffic.

• Assign the best possible video quality from the beginning. For HDVC, it is very important to provide high video quality as much as possible from the very beginning to motivate participants to use the HDVC system. Because HDVC is often used for business purposes, it creates a negative impression if users receive low-quality video at the beginning and may discourage them from using the system again.

A congestion prediction system should have the following features:

• It should work based on the available packet information, known technically as the drop tail, and it should not impose a small overhead on the system in comparison to the content bitrate itself.

• It should have per-packet accuracy and analyze the network in real time in order to predict the future congestions. In other words, it should be fast enough, so that the whole system (the rate controller and the congestion control system) could adapt to its bitrate intentionally.

Since we do not want to impose much overhead on the system, the congestion prediction system uses information about the video packets themselves as an input such as loss rate, inter-arrival delay, round trip delay. The video packets are known to have a heavy-tailed distribution [13]; this feature should be considered. Otherwise, the system cannot measure the network behavior efficiently.

1.3 Main Contributions

In this study, we have used different approaches to design a suitable rate controller. The work begins in two interrelated areas: congestion prediction and RC.

First, as will be discussed in detail in Chapter 4, we modeled the network behavior and designed a congestion prediction mechanism over the Internet. The main features of our congestion prediction mechanism can be categorized as follows:

• We have proposed a continuous one-way detection method that uses an inter-arrival delay of the received video packets to predict the available bandwidth changes for video streaming over best-
effort networks. We have shown that our method can provide an accurate prediction of the bandwidth changes; this is rather significant because packets travel via multiple paths, and it is very challenging to provide an accurate prediction of packet latency using conventional two-way methods, such as real-time control protocol (RTCP) and the propping schemes.

- We have proposed a per-packet updating scheme at the receiver-end for a fast bandwidth fluctuation prediction and measurement; this is essential in real-time applications like VC. It is important to detect bandwidth changes as quickly as possible to lessen the degradation of the quality at the receiver end due to a packet loss resulting from bandwidth fluctuations. The loss of video packets not only affects lost frames, but also affects all ensuing frames that use the lost frames as a reference due to inter-frame compression.

- We have proposed a realistic model using video data, which has a heavy-tailed distribution [13], to predict congestion. We have modeled the traffic parameters using a Pareto distribution [14] that includes the central component as well as the outliers of the empirical distribution simultaneously. This allows us to use a Bayesian statistical analysis to calibrate the data and rigorously monitor the network conditions. The proposed Bayesian mechanism not only improves the currently available control methods but also can be implemented in other real-time applications if necessary.

- Our proposed method uses arrival packets as a measurement tool and considers only the inter-arrival delay of the packets, which means that our approach does not introduce network overhead to already bulky video traffic that operates at the border of the available bandwidth. Also, our method does not require synchronous clocks at the receiver or the sender-side and is independent of the underlying network [15]. Unlike existing approaches that use explicit congestion notification (ECN), our method considers the network to be a black box, and avoids the need for data collection within the Internet, and is entirely end-to-end.

- We have provided extensive experimental simulations and real-world network implementations [16]. We have tested our method using one of the most demanding video streaming application: HDVC.

Second, we have designed and proposed a smart rate controller called a dynamic rate controller (DRC). It is the successor of the original RC mechanism, called the dynamic constant rate factor (DCRF), which is discussed in Chapter 3.1. The DRC benefits the VC features and uses them to improve its performance. The main features of the DRC are as follows:
• We have proposed a dynamic rate control (DRC) algorithm that can adjust the bitrate of the video within 2 to 6 frames, which is faster than existing RC algorithms. This means that the proposed dynamic rate controller (DRC) is very quick in preventing unwanted side effects on video quality by quickly applying network bandwidth changes to the video encoder. Also, it assigns the best possible video quality from the very beginning. A low video quality at the beginning of a session may discourage participants from continuing.

• Our DRC algorithm provides a balance between expected quality and available bandwidth, which means that the proposed DRC uses network resources efficiently. In our design, if the quality expected by the user is achieved, then there is no need to consume additional bandwidth to increase video quality even if the current bandwidth would allow for it. Furthermore, the DRC sends almost nothing when there is no movement in the video, whereas the competitors send a noticeably higher bitrate.

• The design of our RC introduces the novel concept of allocating a budget, called a future budget, for a current frame, which provides a configurable degree of flexibility to accommodate any sudden change in video scenes and maintains consistency in the overall video quality. In this regard, the proposed algorithm tolerates random bitrate oscillations while maintaining video quality gracefully. This concept offers two significant advantages: First, DRC consistently maintains video quality without surpassing the target video bitrate. Second, during low video activity, the video bitrate is reduced in order to save the bandwidth for potential upcoming high-activity frames.

• We have used moving windows to limit the effect of past frames on the current frame, which means that a burst that occurred previously does not have an effect on the current bit allocation of the current frames. For instance, the amount of bitrate consumed in the previous 30 minutes is not a suitable reference for calculating the average bitrate, because the network conditions are too dynamic to provide a long-term history. Along with the future budget concept, the use of moving windows for a short-term bitrate history allows our algorithm to be more tolerant to video scene fluctuations.

• Our proposed algorithm uses the allowable burst frequency and duration given by the network manager to determine the amount of tolerance in order to maintain optimal video quality for high-activity frames; this means that the frequency of the burst and its duration generated by the DRC can be modified and set. Although bursts are occasionally accepted by ISPs in best-effort networks, the burst duration must be limited according to the policy of ISPs or can be mitigated by small amount of buffering. Moreover, the burst amount should be decreased as much as possible. Otherwise, some packets may be dropped, or the ISP may apply extra charges to transmit non-uniform burst traffic.
We discuss RC and the congestion prediction in Chapters 3 and 4, respectively.

1.4 **Road Map**

The remainder of the thesis is organized as follows. In Chapter 2, the motivation for RC and the congestion prediction is discussed. Chapter 3 highlights the design of the two RCs implemented for HDVC (DRCF and DRC), and Chapter 4 explains the design of the proposed congestion prediction system. Chapter 5 presents the simulation setup and the experiment results. The thesis concludes with a discussion of avenues for future research.

1.5 **Scholastic Achievements**

The research conducted for this thesis has so far produced a variety of scholastic achievements and publications, which are as follows:

**Journal papers**


**Patents**


**Conference papers related to thesis**


Demo


Chapter 2

Background and Related Work

2.1 Rate Control

The video bitrate is controlled by the RC algorithm in the codec and used to adjust the bitrate of the video. Existing RC algorithms work relatively well for video-on-demand services, such as YouTube, in which buffering and video interruption is somewhat tolerable, or for standard definition (SD) VC applications, in which occasional degradation of the video is not considered as a major failure. However, they have certain shortcomings that make them unsuitable for HDVC systems. As it is shown in this chapter, they do not allow fine-grained control over the video bitrate, do not adjust the video bitrate to the bandwidth variations quickly enough, or do not produce optimal video quality for a given available bandwidth.

In comparison to SD video streaming and conferencing, HDVC consumes more bandwidth and is also associated with higher user expectations, because the video is displayed on larger screen sizes, typically more than 27 inches [3], which make it easy to observe degradations in the video quality. Moreover, HDVC users have little tolerance for interruptions during the video session. In addition to the participants, HDVC sometimes shows whiteboard information, and the text on the board must be readable for the remote viewers, which demands a certain level of video quality. Finally, HDVC sessions are specific, live applications with very low end-to-end delay thresholds [17][53] of ideally 100ms no more than 200ms; hence, although buffering or other techniques that cause delays, such as retransmission of lost data, work on demand systems, they are impractical for HDVC.

A typical HDVC session consists of remote users participating in a conference in which some participants use a whiteboard. The background is mostly fixed. In addition, users can talk to one another, share documents, share a desktop, and write on the remotely viewable whiteboard. The face-to-face connection becomes very important, and HDVC solutions must provide a degree of realism in which a user is able to “read” other users based on their facial expressions. For example, a high-ranking sales representative of a company may want to recognize changes in the facial expressions of the remote party upon receiving a price offer in order to determine whether the price is too high or too low. Eye contact,
facial expressions, and even slight twitches and other reactions must be visible in these scenarios. Due to this high level of fidelity in HDVC, as soon as the available bandwidth decreases, the information must be received by the sender immediately to decrease the video bitrate to match the available bandwidth. Otherwise, there will be higher degradation in video quality at the receiver-end due to lost packets. Large buffering or other non-live techniques such as pausing the video, requesting and waiting for a refresh (key) frame are not practical for latency reasons. Also, because HD is bulkier than SD (the typical required bandwidth for SD is 500 Kbps, whereas for HD starts from 1.5 Mbps), this problem is more pronounced in HDVC than in SDVC. If during an HDVC session the available bandwidth change from 4 Mbps to 3 Mbps and the sender is still sending the video at 4 Mbps, the video will have a low quality for the receiver-end, and a sensitive event, such as contract negotiation or a demonstration of an important point, happening at that moment will be missed. For SDVC, bandwidth changes from 4 Mbps to 3 Mbps will not have much effect on the session because the video bitrate is probably no more than 1 Mbps. HDVC is more sensitive to such changes because its video bitrate is usually around the border of the available bandwidth. The converse is also true. If the bandwidth goes back from 3 Mbps to 4 Mbps, valuable resources are wasted because the sender is still sending the video at the lower quality of 3 Mbps. Therefore, the video bitrate should be increased to 4 Mbps to maximize the quality.

HDVC applications are therefore different from standard definition videoconferencing (SDVC) or watching a movie, even in HD mode, which leads to specific requirements for the RC algorithms in an HDVC session:

1. They should produce an average video bitrate no more than the current available bandwidth.

2. They should not use long-term bitrate history. For instance, the amount of bitrate consumed in the previous 30 minutes is not a suitable reference for calculating the average bitrate, because the network conditions are too dynamic to provide a long-term history.

3. They should assign bitrate efficiently. For example, the video bitrate should be reduced during low-activity frames in order to reduce bandwidth usage for potential upcoming high-activity frames. In this case, RC should keep track of the quality as well as the bitrate. So if the required quality is achieved, RC should not increase the bitrate. This approach gives RC enough flexibility to maintain video quality in case of sudden movements in the scene.

4. They should manage burst generations. Although bursts are occasionally accepted by ISPs in best-effort networks, the burst duration should be limited according to the policy of ISP.
Moreover, the burst amount should be controlled; otherwise, some packets may be dropped or delayed, which is considered as dropped in the session, or the ISP may apply extra charges to transmit non-uniform burst traffic.

5. They should assign the best possible video quality from the very beginning. Low video quality at the beginning of a session may discourage participants from continuing the session.

All rate controllers use the rate distortion (RD) model. The RD model --[18], [19], [20], [21], [22], and [23]-- in H.264/AVC is the upgraded version of RD implemented from the previous standards, such as MPEG-4 and H.263. The standard is responsible only for determining the bitstream syntax and the decoder process; it does not provide any particular specification for encoders [24] [25] [26] [27]. This flexibility offers an opportunity for developers to create their own RD with a specific efficiency. Thus far, many companies have implemented the commercial version of the H.264 encoder in software or hardware [28]. The x264 encoder [29] is one of the open source implementations gathering much attention and is incorporated in many popular applications, such as FFDSHOW, FFmpeg, MEncoder, and YouTube. In addition, its performance is reported to be near to or in some cases even better than some commercial applications [30].

RD efficiency is tuned by many parameters existing in the frames and macroblocks [31], such as frame types (I, P, or B), number of frames, macroblock modes (e.g., INTRA, INTER, or SKIP), and motion estimation methods (e.g., full search and three step search). RC, in technical terms, must configure those parameters to reach the determined target bitrate or quality. The rate controller can be employed at different levels of encoding, called granularity levels, such as groups of pictures (GOPs), frames, or even macroblocks.

Based on different granularity levels, researchers have tried to develop new ideas. At the macroblock level, Shuijiong et al. proposed a model based on the mean absolute difference (MAD) for H.264 video [32] [33] [34]; the model is updated on the basis of temporal ordering. The main issue is that it does not offer a closed solution, although it can be used as a complement to the other rate controllers.

At the frame level, Lee et al. [35] proposed an RC to manage the hierarchical B-frame encoding. They developed an initial quantization parameter (QP) calculation method at the frame level by designing a frame level bit allocation. The results are suitable for offline video encoding but not necessarily for a live session. In [36], Wang et al. proposed frame level RC using game theory concepts. Their work is also suitable for offline videos. A similar concept has been developed ([37], [38], and [39]) for temporal scalable
video coding, frame skip, and MAD ratio.

At the GOP level, Wu et al. [40] attempted to provide an optimal value for QP to maintain video-quality consistency between two consecutive GOPs. They used five video sequences to develop their method and to create a 2D matrix used as a lookup table. This is similar to the DCRF method (which is discussed in the next chapter) [41], in which the CRF value is predicted. For offline video, the I-frame is an issue because its size is larger than the P-frame, so RC may need to deal with this problem and try to optimize it [42]. Similar work has been done in [43] focusing on a cloud-based environment. Instead of focusing on one granularity level and trying to optimize RC based on it, it is possible to optimize RC based on all granularity levels. For example, Jiang et al. [44] proposed an RC for low-delay real-time coding using all granularity levels to create a low-delay RC; however, their RC does not adapt itself to the network bandwidth constraints such as bandwidth fluctuations.

Other researchers have proposed suboptimal solutions for RC. For example, Chung-Ming et al. [45] proposed an RC that can be applied to audio and visual contents simultaneously. Because users are more sensitive to audio than video, more audio packets than video packets should be sent. Moreover, by using a conditional transmission method for lost packets, they showed that the overall result is more tolerable for users; however, their method does not offer a complete solution that can reach the given bitrate and jumps to the new bitrate.

The other approach to design RC involves focusing on the region of interest [46] [47] [48]. Here, instead of the whole frame, a subset of the frame is encoded with higher bitrate, and the rest of the frame is encoded at a lower bitrate (e.g., the face [49] [50] [51] [52]). These methods are orthogonal to the work presented in this thesis as they can be combined.

The end-to-end solution proposed by Zhang et al. [53] offers a practical video communication solution with some modifications on the rate allocation system on the server-side and adaptive playback adjustment on the receiver-end. The solution enables clients to receive the HD video stream over the network by taking the advantage of the program clock reference (PCR) embedded in the video stream to control the transmission rate and to reduce the client buffer requirements. Their solution is suitable for the cable/satellite TV or the video on demand over the cable/satellite network, in which the network bandwidth is high most of the time and fixed during the video session. Their method can also allow a small time-shift delay during video streaming, but it cannot be applied to HDVC over the Internet because it is not guaranteed to be within the available network bandwidth or acceptable delay duration. In [54], The main objective of their work was to manage packet loss and network throughput in the wireless network rather
than the quality of the received frame at the receiver-end. They have experimentally shown that the packet loss ratio is not monotonically increased by the rate all the time.

In short, no existing method proposes all five of the features mentioned in this study. This was the main reason behind our work and our development of the HDVC-specific RC. We analyze the current rate controllers in x264 in detail in the following sections as they represent some of the common RC methods available today.

2.1.1 Rate Control in x264

x264 and the joint model (JM) are two main open source implementations of H.264, and many researchers have evaluated their ideas using these frameworks; however, JM is slow for HD video and is mostly used in studies that focus on specific parts of the encoding process of H.264, such as the quantization, motion vectors, and the entropy. In contrast, x264 is faster than JM and is more suitable for real-time applications, such as HDVC, in which the end-to-end delay should ideally not exceed more than 100 milliseconds [55]. Hence, we have used x264 as the main framework for this thesis.

RC in x264 can be categorized into two main schemes: 2-pass and 1-pass. The 2-pass scheme is generally used for offline applications due to the extra latency introduced – x264 allocates a bitrate to each frame globally during the first pass while collecting certain statistics about the frames such as frame activities, the encoded frame size, etc. During the second pass, it precisely assigns a final bitrate based on the total video size and its complexity[56], where complexity is the predicted frame size for a frame at constant QP method.

In the 1-pass mode, the whole process is completed in one stage. This imposes some restrictions on the encoder. First, the information about the upcoming frames, such as frame activities and the possible frame size, is unavailable, and the encoder can therefore only use information about the current and the previous frames. Second, the encoding time is very limited and its speed should be fast. Consequently, the less complex methods are preferred. Even though the 2-pass scheme offers better quality than the 1-pass scheme for the same bitrate, the 1-pass RC is used in actual HDVC products due to its real-time capabilities.

The 1-pass scheme itself can be classified into three RC algorithms: the constant quantizer parameter (CQP), the average bitrate (ABR), and the constant rate factor (CRF). In[56], an additional method is introduced: constant bitrate (CBR); however, CBR is simply a combination of the previously
mentioned RCs.

Each method can be deployed with or without the use of a video buffer verifier (VBV). A VBV is the hypothetical queuing model of the decoder used on the encoder side. It ensures that the encoder generates the video bitrate according to the decoder capabilities. Otherwise, the output of the encoder may not be decodable at the decoder-end due to the decoder buffer overflow. In this chapter, each algorithm is briefly described.

2.1.1.1 Constant QP

CQP is the simplest 1-pass RC. It uses the quantization parameter (QP) for input. This value is then modified based on the frame type (I, P, or B) and it is constant for every frame type during a session. It is very simple and fast, but the final bitrate is not considered in the CQP algorithm. Thus, it is not suitable for HDVC because the bitrate will fluctuate significantly depending on the QP and the video content variation (complex and fast moving scenes producing very high bitrates).

2.1.1.2 Average bitrate

ABR attempts to maintain an average video bitrate equal to a desired bitrate. To maintain this bitrate, ABR calculates the value of the current frame’s QP as follows [57]:

\[
Q_{n+1} = \frac{\sum_{l=1}^{n} B_l Q_l}{\sum_{l=1}^{n} W_l}
\]  

where \(Q_l\), \(B_l\), and \(W_l\) denote the value of QP, the number of consumed bits, and the desired bits for frame \(i\), respectively. The desired bits are the quota of each frame and are related to the bitrate; they are constant during the video session. Restarting the algorithm in the middle of the video session is the only way to change the bitrate.

In equation (1), the QP for the current frame is determined by QPs, consumed bits, and quota values of all the previous frames from the beginning. This has the following drawbacks:

- ABR depends on long-term history. Even the very first frame affects the quality. This is unsuitable for HDVC because the effect of the long past affects the overall quality.
- During low-activity frames, ABR increases the quality of the frames to maintain the video bitrate. Therefore, during low-activity frames, frame quality increases on a continuous basis.
even though the user’s perceived quality may not increase beyond a certain threshold. In addition, if the target bitrate is still not reached during low-activity frames, the bitrate budget underflows are preserved for the future. Once the low-activity period concludes and transitions into a high-activity period, a huge spike in bitrate will be produced. Even worse, the high bitrate will be maintained until all cumulative unused bitrates are consumed. Additionally, when going from low to high activity, ABR will increase the QP abruptly and will reduce the current bitrate significantly to keep the average bitrate constant. The longer the duration of the low-activity period, the more drastic the effects will be. As a result, a significant degradation in video quality is perceived by the user during transitions from low-activity to high-activity frames.

- Any unforeseen video activity, such as a scene change, is not tolerated smoothly by ABR, and the effect is perceivable in the subsequent frames. The reason is that the recovery time is, as equation (1) shows, rather long because any modification on the numerator is directly related to the QP.

The first problem can be solved by restricting the past history to only a specific time period, called a “window,” and to apply equation (1) for the window only [57]. Although this improves the ABR performance, the other problems remain, which makes ABR unsuitable for HDVC.

2.1.1.3 Constant rate factor

CRF attempts to maintain the quality instead of the bitrate. The quality is adjusted by a value called the scaling factor, or the CRF value. This scaling factor is an integer value between 0 and 51. Setting the CRF value to 0 (near lossless) produces the highest quality and to 51 the lowest quality. Because CRF is a quality-based RC, an increase or decrease in the bitrate is directly related to the video activities. CRF instantly assigns higher bitrates to high-motion frames and lower bitrates to low-motion frames. It is also history-insensitive and does not consider previous frames. Thus, CRF fulfills features 2, 3, 4, and 5 from section 2.1 but it fails to satisfy feature 1 because it does not consider bitrate. Although increasing the quality factor leads to a bitrate decrease, the amount of reduction cannot be fine-tuned and varies for different frames. For example, Table 1 shows the relation between the CRF value and the generated bitrate for a video sequence. A snapshot of this sequence is presented in Figure 2. It can be observed that there is no way to reach the aforementioned target bitrate of exactly 3.5 Mbps by changing the CRF value. This makes CRF inappropriate for HDVC.
Table 1: The relationship between the quality and the bitrate in CRF for the video in Figure 2.

<table>
<thead>
<tr>
<th>CRF Value</th>
<th>CRF Bitrate without VBV (Kb/s)</th>
<th>CRF Bitrate with VBV (Kb/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>4646</td>
<td>4660</td>
</tr>
<tr>
<td>20</td>
<td>3279</td>
<td>3187</td>
</tr>
<tr>
<td>21</td>
<td>2814</td>
<td>2782</td>
</tr>
</tbody>
</table>

2.2 Congestion Prediction

One of the main challenges of utilizing best-effort networks, such as the Internet, for video streaming is detecting network bandwidth modifications and adjusting video bitrate variations accordingly [58]. For further illustration, consider an HDVC system between two locations over a best-effort network as shown in Figure 3. This is a part of the whole solution presented in Figure 1. The video content is captured at the encoder end and sent through the network after packetizing the video data.
As Figure 3 shows, the video decoder is responsible for reassembling the received video packets and displaying the video. The congestion detector, which works in conjunction with the video decoder, collects the packet statistics, such as inter-arrival delay, jitter, and packet loss. Based on the information that the congestion detection mechanism discovers, it can estimate whether or not there is congestion in the network. If the network is congested, then the packets are either dropped or delayed. In this case, information should be sent to the sender immediately so it can decrease the video bitrate to match the available bandwidth. In addition, if the bitrate of the video is lower than the available bandwidth, then the highest possible quality given the network capacity is not provided. For example, if the available bandwidth changes from 3 Mbps to 4 Mbps while the sender is still sending the video at the lower quality of 3 Mbps, then valuable resources are wasted. Therefore, in this case it would be necessary to increase the video bitrate to 4 Mbps to maximize the video quality.

The challenge of transmitting HD video over best-effort networks is attributable mainly to the fact that the available bandwidth in these networks is unstable over time and highly dynamic due to the competing cross traffic. Indeed, in best-effort networks, the bandwidth is not guaranteed, and that imposes additional requirements related to adjusting the video bitrate according to the available bandwidth at a given moment to maintain the QoS of the HDVC system. Real-time applications such as VC require a system that provides accurate and fast detection of bandwidth changes in order to adapt to those changes. The only way to provide sufficient time to make the necessary bitrate changes is to have a system that indicates bandwidth changes in the network as soon as they occur. The application then decides how to use those indications, which is the way it currently works for the live conversational applications. In the following section, we provide a more detailed description.
A goal for some congestion control algorithms is such that the video bitrate should be adjusted in a manner that makes its transmission TCP friendly [59]. The concern is to protect TCP flows from aggressive flows [60]. At the same time, since TCP is the most popular transport protocol, the changes in the video bitrate should be adapted so that the video flow itself is not suppressed by other TCP flows.

In [61], Floyd et al. proposed a model for adapting bitrate to network fluctuations for a unicast application by relying on the packet loss probability and the round trip time (RTT) measurements. This model has replaced the additive-increase/multiplicative-decrease (AIMD) approach in the regular TCP and has been shown to be TCP compatible. The throughput equation as provided in [62] is as follows:

\[
X_{pps} = \frac{1}{RTT \left( \sqrt{\frac{2p}{3}} + 12 \sqrt{\frac{3p}{8}} p(1 + 32p^2) \right)}
\]  

(2)

where \( X_{pps} \) is the sending rate in packets per second, \( RTT \) is the round trip time in seconds, and \( p \) is the loss event rate between 0 and 1 of the number of loss events as a fraction of the number of transmitted packets. The sending rate in this scheme depends on the RTT and the packet loss event rate, and any increase in these two parameters will decrease the sending rate. The equation (2) not only performs congestion detection through monitoring \( RTT \) and \( p \), but also provides a sending rate in response to the detected bandwidth fluctuations.

Other studies have expanded on this TCP-friendly scheme for various applications and network topologies. A comprehensive survey of these studies can be found in [60]. For example, the study in [63] extended the TCP-friendly scheme to multicast applications. In [63], a RTT-based prediction method was developed based on the packet loss probability and was shown to be TCP friendly. The network performance evaluation in [63] was based on comparing the true current state and the forecasted state at the end of the preceding control period.
2.2.2 TRAFFIC STOCHASTIC MEASUREMENTS

Another area of the related research concerns how to measure the statistical characteristics of the Internet traffic. It is well known that the data generated by Internet traffic shows long-range dependence and is multifractal, heavy tailed, and bursty [64][65][66][67]. Not only does empirical traffic data happen to be heavy tailed, but the central component and the tail of the data may illustrate different characteristics. In this regard, the work in [68] has modeled the traffic by considering the superposition of multiple flows with different characteristics. In this method, fractional gamma distribution was used to model the central portion of the traffic flow, which did not include heavy-tailed events (the tail part). To remedy this problem, a contaminated process has been implemented that modeled the outliers that cause the heavy-tailed phenomena, and the superposition of these two processes (one for the central portion and one for the outliers) was then used to model the traffic flow. We have avoided this approach and modeled the traffic parameters with the Pareto distribution, which includes the central portion as well as the outliers of the empirical distribution simultaneously. This provides us with enough mathematical tools to rigorously monitor the network conditions through a Bayesian analysis of the data.

The work in [69] assessed network failures by engaging confidence intervals for network surveillance. In this approach, binomial distribution has been used to measure the percentage of measurements that take place in a reasonable confidence interval. Our approach complements this method and could be combined with it to make congestion detections more accurate.

In addition to these models, packet loss measurements have been studied in [70], [71], [72], and [73] for services based on a virtual private network (VPN). In [70], a large-deviation technique has been used to estimate the packet loss of Gaussian traffic. In [71], a Kalman filter has been employed to measure packet loss. Also, in [72] and [73], control techniques are implemented to assess the packet loss using a Gaussian distribution for the network traffic.

One major difference between these approaches and our proposed technique is that we use a heavy-tailed Pareto distribution that, in contrast to light-tailed Gaussian, gamma, or binomial distributions, more realistically identifies the statistical properties of the Internet data.
We present some of the existing methods capable of measuring the actual amount of available bandwidth (as opposed to detecting bandwidth changes). The objective is to show that no existing method can measure the amount of available bandwidth in real time and without significant overhead, which is necessary for our HDVC scenario.

In [74], the Delphi algorithm is introduced. This algorithm uses trains of exponentially spaced probing packets to estimate available bandwidth. Unique to this algorithm is a multifractal parametric model for the cross traffic that identifies its multiscale statistical properties. This method measures only stationary bandwidth and it is more suitable for a single hop. Also, it consumes considerable overhead.

The method proposed in [75], called TOPP, sends out several packet pairs that are well separated in time. It implements the linear regression and determines the available bandwidth when there is a delay. This method introduces the overhead of probe packets and can itself cause congestion in low bandwidth conditions.

SLoPS [76] manipulates the streaming rate of the trains of packets until it determines the available bandwidth, and it relies on the analysis of one-way delays of probing packets. If a train of $k$ packets are sent, then the difference between the one-way delays of consecutive packets is monitored in order to measure the available bandwidth. If the differences are positive, the sending rate is above the available bandwidth, and if the differences are equal to zero, the available bandwidth is understood to be the same as the sending rate. This method is capable of measuring stationary and the fluctuating bandwidth, but like the method introduced in [75], it imposes significant overhead and can cause congestion itself.

The pathChirp method uses exponentially time-spaced packets to probe the available bandwidth and monitors the packet in the train at which the queuing delay begins to increase [77]. As a result, a point estimation of the available stationary bandwidth is provided, but at the cost of considerable overhead.

Pathload is based on the theory that one-way delays of a periodic packet stream will show an increasing trend if the stream rate is larger than the available bandwidth [78], which is basically the same theory used in the other methods. Although this method does not consume overhead, it suffers from a large time convergence.

Spruce has used the difference in time spacing between subsequent packets before and after the
bottleneck to weigh the capacity and estimate the available bandwidth [79]. This method is highly
dependent on the precise scheduling of the probe traffic and only measures the stationary bandwidth.

In [80], the queuing delay at the bottleneck and the minimum one-way transit time is used to define
a parameter, $\beta$, that estimates the proportion of total resources that were consumed by the bottleneck. Values
of $\beta$ close to 1 mean that the entire bottleneck bandwidth was available, and values close to zero indicate
that the entire bottleneck is used by the competing cross traffic. The network assisted dynamic adaptation
(NADA) [81][82][15] is the recent surge to determine the available bitrate. It uses three factors to determine
the available bitrate: the one-way delay (OWD), packet loss and congestion marking. NADA determines the
available bandwidth for any given time. However it has some constraints: first, the accuracy of the whole
system is dependent on the accuracy of the clocks of two computers (client and server) and the frequency of
RTCP packets sent back to the sender. Otherwise the clock skew leads to a negative impact on the system
performance. Second, NADA imposes constant overhead to the system as some extra information should be
transferred over RTP packets. In the [15], we have shown that DRC and NADA can collaborate with each
other efficiently

Google congestion control (GCC) is another path [83]. GCC considers the packet loss on the sender
side and the packet delay on the receiver side and tries to calculate the available bandwidth. It also defines
the state machine to detect the overuse of the bandwidth and tries to adapt the bitrate accordingly. GCC
calculates available bandwidth on both the sender and receiver and takes the minimum value of both
whereas the method proposed here can avoid competing calculations by relying only on inter-arrival delay
on the receiver side.

In summary, some existing methods can measure the amount of the available bandwidth, but they
are not real-time methods and cannot be used in dynamic settings. Most of the approaches assume that
available bandwidth is stationary ([75], [74], [77], and [79]) and consequently measure the available
bandwidth over (possibly) a few RTTs. In the next chapter, we explain how our approach continuously
monitors bandwidth fluctuations in real time, which makes it suitable for our HDVC scenario. The
approaches that measure the bandwidth fluctuations, such as [78] and [76], introduce the overhead and the
traffic congestion for the low bandwidth. In contrast, our method does not consume much overhead (by not
introducing any probing packets), it is fast, and it does not cause any congestion (by not introducing any
probing packets). Other limitations with the methods discussed relate to the clock resolution and
synchronization between the sender and the receiver, the changes in bottlenecks, the multiple bottlenecks,
and the existence of multichannel bottlenecks. These issues could lead to an underestimation or an
overestimation of the available bandwidth. Therefore, our method uses statistical inference extensively to
minimize the effect of possible outliers. Furthermore, it avoids employing probing packets. Although probing packets could deliver accurate information about the stationary available bandwidth, there is no guarantee that in very short time periods, these packets travel the same route as video packets. Therefore, our method uses video packets at the receiver-end to infer bandwidth fluctuations. Because HDVC packets are usually sent according to RTP/UDP protocol, we will not have accurate information about the time spacing of packets at the sender; however, we have used Bayesian tools to calibrate the data.
CHAPTER 3

RATE CONTROL

In this chapter, we describe the new RC that is designed specifically for HDVC and that possesses the five features outlined in chapter 2. First, we discuss DCRF, which is an improvement of the CRF method. We then discuss DRC, which is suitable for HDVC.

3.1 DCRF

CRF fulfills the HDVC requirement mentioned in the introduction by decreasing the generated bitrate while there is little movement in the video and assigning more bitrate for high-motion frames or for sending I-frames instantly; however, it has significant weaknesses. Our DCRF method modifies the CRF method in a way that retains the desirable CRF features and addresses its weaknesses.

In essence, our RC method modifies CRF method by using a look-up table to predict the CRF value. This table stores the CRF encoding history. When a video frame is encoded, the CRF value and the generated bitrate are written in a table. Although the exact amount of the generated bitrate for each CRF value changes from one video sample to another, this process provides a rough approximation of the relationship between the CRF value and the generated bitrate, especially in the HDVC environment that consists people communicating each other most of the time.

DCRF uses a buffer called a local bandwidth calculator (LBC). The LBC calculates the recently generated bitrate using the encoder. The granularity can range from a few milliseconds to a few seconds. This feature is intended to improve the average bitrate concept to satisfy the bandwidth requirements. DCRF also takes the maximum and the minimum acceptable bandwidths as an input and applies them to the method. These values are set by the user.

The size of the buffer depends on the frame rate and the granularity value. The granularity value is configurable by the user to indicate the amount of the time needed for storing the recent frame information. The buffer size is therefore calculated using equation (3):

\[
\text{buffer size} = \text{frame rate } \times \text{local window size}
\]  

(3)
The algorithm works as follows: DCRF uses the bitrate and the granularity value as an input. Then, it finds the closest possible value in the table and selects its corresponding quality. This quality value is an approximation at the beginning, and it is continuously updated thereafter. The buffer size is calculated according to the equation (3). DCRF saves the frame information in each encoding state. When the buffer becomes full, DCRF identifies the rate generated up to that point, increases or decreases the CRF value as soon as it determines that the bitrate is above the maximum threshold or below the minimum threshold, and applies the modification to the encoder. In addition, the part of the buffer that keeps the history of the previous frames is flushed. Then, the encoder collects new bitrate information from the arriving frames. The amount of the frame information (such as the frame size and the QP value) that is removed from the buffer is determined by the high-preemption and low-preemption thresholds when the local bitrate reaches the high and low boundaries, respectively. The flowchart in Figure 4 provides more details about the DCRF method. More details about DCRF can be found in [41].
Instead of using the history of previous frames as in ABR or keeping the quality constant as in CRF or DCRF, we propose a new RC for HDVC called DRC, which makes significant contributions to HDVC. The overall algorithm for DRC is shown in Figure 5 and is discussed in detail in this section.
First, the algorithm defines the concept of a “future budget,” which is used in addition to the information of the previous frames’ to allocate bits for the current frame. It also uses the window method introduced in [57] to limit the effect of the history of the previous frames on the current frame. The window size can be customized to fit the requirements of various applications. For example, the window size for HDVC should be kept low (30 seconds). The allocation algorithm for DRC can therefore be formulated as follows:

$$Q_{n+1} = \begin{cases} Q_n(\text{Future budget}), & \text{Future budget} \geq 0 \\ Q_n(\text{ABR}), & \text{Future budget} < 0 \end{cases}$$ (4)

As can be seen in equation (4), DRC behaves like ABR during high-motion frames. The \(Q_{n+1}\) (Future budget) calculation method is described in Figure 5. The update QP block is responsible for calculating QP based on the ABR method. The future information plays a key role in DRC. Consider the DRC algorithm in two situations:

- The bitrate is fixed, and the network delivers the determined amount of the bitrate with
some normal variations.

- The bitrate must be changed due to a change in the available bandwidth, so RC should reach the new bitrate as soon as possible.

In the first case, the most important issue is how to produce a bitrate compatible with the network behavior. Otherwise, the encoder will not transmit the video packet properly. From the encoder point of view, the network is characterized by the available bitrate, the burst size, and the burst duration. This does not mean that each frame should be encoded to a fixed size but that the encoder should use those network characteristics to offer enough flexibility for encoding the frames. For example, some frames could be encoded above the normal size due to the activity in the scene in order to maintain video quality while complying with the burst limit. To do so, DRC allocates an initial value to RC at the very beginning, called the future budget. The amount of the future budget is determined by the network characteristics. This value is also affected by other constraints, such as the frame rate, the minimum video quality, and the maximum video quality. Here, the minimum video quality determines the quality range suitable for HDVC users and is set by the user as an input. The concept of the budget is very similar to the monthly wage system for employees that determine their monthly expenditures. They can pay their monthly expenses and then deposit the rest of their salary in the bank for future “rainy days” when their necessary expenditures exceed their salary, or they can borrow from the bank if they do not have enough savings. Similarly, DRC uses the budget as the initial savings at the beginning of the video encoding process. DRC can then consume a percent of the savings calculated according to the available budget at a given moment when the bitrate usage is over the limit in order to prevent degrading the video quality. This budget allows the encoder to tolerate some fluctuations of the output, which are normal and acceptable ISP as bursts; however, if this over-the-limit consumption continues for too long, the budget will be consumed, and the video bitrate will be degraded to follow the target video bitrate. At this point, the behavior of the DRC becomes similar to that of ABR. However, in exchange for generating fewer bits than the target bitrate, DRC increases the video quality up to a maximum required quality (MRQ) for VC. If at this point the bitrate is still lower than the quota allocated for a frame, then the future budget is increased. The amount of the increase is equal to the difference between the quota and the size of the consumed frame. To avoid a huge burst in the future, the future budget is never increased beyond the initial budget. Therefore, in this respect DRC behaves differently than ABR, which increases video quality until it reaches the target bitrate, even beyond the MRQ.

In the second case, the DRC algorithm introduces a bitrate adjustment mechanism (BAM) to respond to the changes in the network bandwidth within 2 to 6 frames. Generally, RC would interrupt the
session and restart its algorithm with the new bitrate, which is similar to the ABR methods introduced by Semsarzadeh [57]. The interruptions and the sudden changes in the quality are perceivable by observers and are therefore undesirable. Ideally, the rate controller should be able to adjust the bitrate to the new target bitrate as soon as possible. This prompt change is applied when CRF changes the quality factor; however, CRF can produce only a desired quality, not a desired bitrate, as shown in Figure 4. Thus, this method is also unsuitable for HDVC.

Alternatively, the DRC algorithm interrupts its ordinary operations when it receives a new bitrate command and activates BAM. BAM performs the following operations:

1. It calculates a new QP value based on the new target bitrate.

2. It encodes the new frames according to the new QP value (at this point, BAM is in the “transient state”).

3. It checks the current bitrate in comparison with the new target bitrate.

4. If they are in the same range (within a predefined threshold), BAM exits the “transient state” and enters the “steady state.”

5. If they are not in the same range, BAM calculates a new QP value according to the equation (1). Afterward, it moves to step 3 for the next frame.

Because the algorithm does not have any previous history, the variations between steps can be high, allowing the algorithm to reach or get close to the new target bitrate quickly. Upon reaching a bitrate close to the new target bitrate, the last produced QP with the closest value to the new target bitrate is selected as the QP reference for the new target bitrate and is employed as the initial new state, called the “steady state”. The “steady state” is very similar to the “encoder state” at the beginning where it sets a QP value for the specific bitrate. The details are shown in Figure 6.
Figure 6: The bitrate adjustment mechanism (BAM) that becomes active when video bitrate must be adapted to match a change in the available bandwidth.

It should be noted that DRC works properly if the available bandwidth changes can be detected and reported to the encoder. In other words, a congestion monitor system must monitor the available bandwidth and report to the encoder that the video bitrate must be changed. For example, there may be a change from 4 Mbps to 3 Mbps. We assume that the bandwidth changes are identified and sent to the encoder using either traditional protocols, such as RTP/RTCP, or more advanced and faster methods, such as the one proposed in [84], or the one presented in the next chapter which have been designed specifically for HDVC.
In this chapter, we introduce our proposed weighted inter-arrival method and present our statistical model and Bayesian approach. The aim of this chapter is to describe the technical tools necessary for the bandwidth and the congestion detection mechanism.

We first consider only one queue of video packets that travel from a single sender to a single receiver through a best-effort network. At the receiver-end, the packets that have arrived are timestamped. We define the random process of inter-arrival times, $D_t$, as the difference in packet spacing at the receiver-end for a pair of subsequent packets. If $R_i$ is the arrival time in the time-stamp units for packet $i$, then:

$$D_i = R_i - R_{i-1}$$

(5)

Note that:

$$D_i = (\text{OTT}_i + T_i) - (\text{OTT}_{i-1} + T_{i-1}) = (\text{OTT}_i - \text{OTT}_{i-1}) + (T_i - T_{i-1})$$

(6)

where $\text{OTT}_i$ and $T_i$ are the one-way transmit time and the sending time of the $i^{th}$ packet, respectively. Because the video packets are sent by RTP, the receiver has no information about the sending times. Obviously, out-of-order delivery is a problem here, but we use a statistical inference to minimize the impact of this issue.

The basic idea behind our method is that OTT shows an increasing trend when the available bandwidth drops. This situation arises when the queue size of the intermediate devices, such as routers, increases. Studies regarding to the OTT measurements can be found in [85] and [86]. Due to the variable packet sizes transmitted over the network, we use a weighted inter-arrival time, $J_i$, as defined in equation (7):

$$J_i = \frac{D_i}{\text{Size of packet } i}$$

(7)
As in existing studies on the Internet data analysis (e.g., [87] and [80]) and as confirmed by our measurements of HDVC packets, the random variable \( J_i \) is heavy tailed and approximately fits a Pareto distribution, as shown in Figure 7. Giorgi et al. [68] modeled network traffic by counting the number of data units (i.e., packets) that flow through the observation point during a given time slot of length \( T \); therefore, the authors of that paper used a gamma distribution. Our research focuses on the weighted inter-arrival time of packets, and instead a Pareto distribution is adequate for modeling purposes. This is consistent with the fact that most Internet data is self-similar.

![Figure 7: Logarithmic histogram of the weighted inter-arrival time for video packets of a sample video trace.](image)

The probability density function (PDF) of a Pareto random variable with parameters \( \rho \) and \( x_M \) is as follows:

\[
f(x | \rho, x_M) = \frac{\rho x_M^\rho}{x^{\rho+1}}, \quad x \geq x_M > 0, \rho > 0, \quad (8)
\]

where \( x_M \) is the minimum value of the random variable and \( \rho \) is the shape parameter. Similarly, for the random variable \( J_i \), which corresponds to the video packets, we assume a Pareto distribution with a fixed or a random variable shape parameter \( \rho \).

In the following sections, we illustrate the difference between assuming a fixed and a variable shape parameter with respect to the applicability of the measuring bandwidth variation.
4.1 Shape parameter as a fixed value

For our application, we have assumed that throughout an HDVC session, for all i’s, the random variable $J_i$ has a Pareto distribution with a fixed shape parameter. Based on this assumption, we have built our congestion prediction method using a fixed parameter, $\rho$. The characteristics of Pareto distribution regarding the fixed parameter $\rho$ varies as follows [88]:

- $\rho > 1$: finite average.
- $\rho > 2$: finite variance.
- $\rho > 3$: finite skewness.
- $\rho > 4$: finite kurtosis.

Due to the nature of the Internet traffic, most Internet data with a Pareto distribution has the shape parameter $\rho < 2$, and, consequently, there is little chance for the existence of mean and variance [87] [89]. Because there is no guarantee for the existence of statistical central tendency (mean) and dispersion (variance, standard deviation) parameters, developing any method based on these parameters will lead to the unreliable solutions. In addition, Internet data is known to exhibit self-similarity, burstiness, and long-range dependence, and having a fixed shape parameter does not address these characteristics. Hence, we conclude that assuming a fixed value for a shape parameter will not clarify the behavior of bandwidth variations.

4.2 Shape parameter as a random variable

We have assumed that the shape parameter $\rho$ is a random variable that varies over time. This is a reasonable assumption given the complex nature of Internet communications and data traffic as explained in [87] and [80]. This time-varying perspective harnesses the unpredictable behavior of the bandwidth variations. In other words, although $J_i$ follows a Pareto distribution, there is no reason to accept a universal value for the shape parameter, because this parameter may change over time, even during a single HDVC session.

In order to show how a random variable $\rho$ helps to detect bandwidth variations, we extracted the Pareto PDF for two different $\rho$ values as shown in Figure 8.
As Figure 8 shows, in the case of $\rho = 1.5$, the distribution has a lighter tail, and the chance of encountering larger weighted inter-arrival times decreases. For $\rho = 0.5$, the distribution has a fatter tail, and there may be larger weighted inter-arrival times. In addition, in order to demonstrate the effect of $x_M$ on density, Figure 9 shows how a change in the minimum value from $x_M = 0.001$ to $x_M = 0.002$ would alter the PDF when $\rho = 1.5$. Therefore, a stochastic shape parameter can be used to detect and manage the bandwidth variations. In this thesis, we have proposed the use of Bayesian statistics to model the bandwidth variations and detect the congestion. The details of the Bayesian method are presented in the next section.

4.3 THE PROPOSED BAYESIAN METHOD

In this section, we provide the details of the proposed Bayesian method. Specifically, this section presents how the weighted inter-arrival times can be used to update the distribution of $\rho$. In section 4.3.1, we illustrate the steps of our measurement scheme.
Assume that we have a reasonable estimate of the minimum parameter $x_M$. This information can be obtained from previous experiences, or it can simply be a sensible number ($x_M = 0.000004$, for instance), although it should not be much smaller than the actual minimum. From this point, the only unknown factor in the Pareto distribution is the shape parameter $\rho$, which is then considered to be the new random variable. As a random variable, the shape parameter needs a distribution by itself. In Bayesian statistics, the conjugate distribution for the shape parameter of a Pareto distribution with a known minimum, $x_M$, is the gamma distribution [90]. The choice of the gamma distribution guarantees that as we dynamically update the information according to the weighted inter-arrival times, the distribution of $\rho$ will not deviate from the gamma distribution. We assume that $\rho \sim G(a, b)$, where $G(a, b)$ is the gamma distribution with a mean and variance of $ab$ and $ab^2$, respectively [88].

Next, we show how the weighted inter-arrival times can be used to update the distribution of $\rho$. We then introduce the measurement scheme.

At the beginning of the session, we assume that the shape parameter denoted by $\rho_0$ follows the gamma distribution, $G(a_0, b_0)$, where $a_0$ and $b_0$ are predetermined and fixed. These fixed numbers can be chosen based on the prior knowledge, or we can choose some logical fixed positive numbers and anticipate that the system will correct itself in a short period of time. Note that initially, the mathematical expectation of $\rho$ is $a_0b_0$.

After the arrival of two packets, $J_1$ is calculated; packet numbering begins from zero. The likelihood function of $L(\rho|J_1)$, proportional to $\rho$, is shown in (9).

$$L(\rho|J_1) = \begin{cases} \frac{\rho x_M^\rho}{J_1^{\rho+1}} & \text{if } J_1 > x_M \\ 0 & \text{Otherwise} \end{cases} \quad (9)$$

Therefore, the posterior distribution of the shape parameter based on the observed data, $J_1$, is as follows:

$$G \left( a_0 + 1, \left[ \frac{1}{b_0} + \ln \frac{J_1}{x_M} \right]^{-1} \right) \quad (10)$$

As a result, based on the numerical value of $J_1$, $\rho$ follows a gamma distribution with the average presented in (11).
\[ E(\rho) = (a_0 + 1)[\frac{1}{b_0} + \ln \frac{J_1}{x_M}]^{-1} \] (11)

Once the next packet arrives and \( J_2 \) is calculated, it will be used to obtain a new estimation of the Pareto shape parameter, and its corresponding average is shown in equations (12) and (13), respectively.

\[ \rho \sim G \left( a_0 + 1, \frac{1}{b_1} + \ln \frac{J_2}{x_M} \right) \] (12)

\[ E(\rho) = (a_0 + 1)[\frac{1}{b_1} + \ln \frac{J_2}{x_M}]^{-1} \] (13)

This scheme is continued, and after each packet arrival, the expectation of the shape parameter is calculated, which provides a sequence of mathematical expectations of the shape parameters. Note that for simplicity, we can write the equations as follows:

\[ b_n^{-1} = \frac{1}{b_0} + \ln \left( \prod_{i=1}^{n} \frac{J_i}{x_M} \right) \] (14)

\[ E_n = E(\rho) = (a_0 + n)b_n \] (15)

As equations (14) and (15) illustrate, the effect of \( x_M \) is minimal algebraically, because \( x_M \) is involved in the calculations through the \( \ln(\cdot) \) function, which is a slowly varying function. In addition, our detection of bandwidth variations is based on sharp changes in the expected values of \( \rho \). A small change in determining \( x_M \) would not have a significant impact on our detection, because all \( E_n \)’s would be adjusted to the fixed \( x_M \).

Moreover, note that if the bandwidth stays more or less constant, we expect the values of \( \ln \left( \frac{\prod_{i=1}^{n} J_i}{x_M} \right) \) not to change drastically and the only change in \( E_n \) to occur through \( a_0 + n \), which varies linearly. Therefore, if the bandwidth is fixed, we should encounter a linear \( E_n \).

Our data shows that the sequence \( E_i \) is highly associated with the reliability of the network. In the next chapter, we show that bandwidth variations can be measured by utilizing the moving average of \( E(\rho) \).

In order to express the relationship between \( E_n \) and the network status, we have extracted \( E(\rho) \) based on the arrival time of video packets when the video bitrate varies between 0.75 Mbps and 2 Mbps. The resulting \( E(\rho) \) is shown in Figure 10. Although at the large scale the network condition follows \( E(\rho) \) with an apparent linear trend, at the small scale, the nonlinearity of \( E(\rho) \) makes it impossible to apply a
linear analysis. Because bandwidth variation has to be detected with millisecond-level accuracy, we have proposed to use the moving average of $E(\rho)$ instead of its instant values or the average rate.

![Figure 10: The reaction of $E(\rho)$ to bitrate changes.](image)

4.3.1 Measurement Scheme

In a previous study [84], our analysis of actual HDVC traces have shown that variations of $E(\rho)$ depend highly on the bandwidth fluctuations. Therefore, we propose a measurement scheme based on the comparing moving averages of $E(\rho)$. The comparing moving averages is a well-known technique used for the prediction of stock markets and the financial applications [91].

We propose to generate a numerical sequence of differences of the last moving averages of orders $n_1$ and $n_2$ (where $n_1 < n_2$) following each packet arrival. When the $i^{th}$ packet arrives ($i > n_2$), the difference is determined as shown in equation (16).

$$\text{Diff}_i = MA_i(n_1) - MA_i(n_2)$$

(16)

where,

$$MA_i(n) = \frac{\sum_{l=n+1}^{i} E_k}{n}, \ i \geq n$$

(17)

After determining the value of Diff, it will be simple to detect network congestion. The steps of List 1 demonstrate the overall scheme.
- **Step 1 – Measure raw network information:**
  
  Determine arrival time, $D_i$, and size of packets upon arrival at the receiver’s end, and extract $f_i$ using (7).

- **Step 2 – Update $E(\rho)$:**
  
  Use (15) to update the expected value of $\rho$.
  
  $$E_n = E(\rho) = (a_0 + n)b_n$$

- **Step 3 – Evaluate Diff:**
  
  Evaluate Diff using (16).
  
  $$Diff_i = MA_i(n_1) - MA_i(n_2)$$

- **Step 4 – Generate lower and upper bounds:**
  
  Generate lower and upper bounds every fraction of a second.

- **Step 5 – Monitor bound crossings:**
  
  Monitor lower and upper bound crossings, and detect bandwidth changes when a crossing occurs.

List 1: The proposed method for measuring bandwidth changes.

An acute decline in the value of the $Diff$ indicates a decrease in the available bandwidth; conversely, a rise of the $Diff$ value shows increase the available bandwidth. As shown in List 1, after extracting the $Diff_i$ value, we can detect bandwidth changes by comparing $Diff_i$ fluctuations with lower and upper bounds, represented by $Diff_{i-\Delta_2} - \Delta_1$ and $Diff_{i-\Delta_2} + \Delta_1$, respectively. Here, $\Delta_2$ is the time interval in which the bounds are fixed. Once $Diff_i$ crosses the lower (or upper) bound, it indicates a decrease (or an increase) in the bandwidth. After steps 1, 2, and 3, once $Diff$ is sampled, the lower and upper bounds will be generated according to the following rules.

- If the first nonzero decimal of $Diff$ is of order $10^{-2}$, the bounds are proposed to be $Diff - 0.02$ and $Diff + 0.05$. We have used a closer lower bound to increase sensitivity with HDVC in mind.

- Otherwise, if the first nonzero decimal of $Diff$ is of order $10^{-n}$ where $n \geq 3$, the bounds are proposed to be $Diff \pm 1.5(10^{-n+1})$.
In order to avoid computation complications, we may choose a lower bound for $1.5(10^{(-n+1)})$. To avoid computational complexity, all calculations should be restarted periodically using the initial values. It should be noted that the numbers 0.02, 0.05, and 1.5 in the above rules have been determined experimentally using dozens of actual HDVC traces in which it was found that these numbers do not depend on the specific video but on the network behavior [84]. These numbers are quite important, and their choice affects the sensitivity of our congestion detection and the measurement method. It is also important to note that this method is a one-shot scheme and that it resumes its regular operation after the encoder responds to the notification.
In this Chapter, we will present the result of our simulation. We define a testbed and test our method under different scenarios. We start with DRC and then we will evaluate the congestion prediction algorithm.

5.1 EXPERIMENT SETUP

We have implemented DRC as an RC in x264. We then have used 11 video sequences from actual HDVC sessions as well as traces from real the HDVC sessions provided by our industrial partner, Magor Telepresence, HDVC system. The snapshots of some of those videos are shown in Figure 11. We also used the SD video sequence “talking_head” from the SFU video test sequence, because it is similar to HDVC sessions (people talking in front of a fixed background) and is a standard reference.

Our test environment is shown in Figure 12. The encoder and the decoder are responsible for encoding and decoding the HDVC sequence, whereas a proxy server is in charge of simulating the network policies. The network bandwidth is determined at the proxy server using the traffic control (TC) commands. TC is a Linux program developed to manage network traffic. We have use the token bucket queue (TBQ)
algorithm to assign the bitrate to the encoder-decoder links. A live demo of this test environment has been presented at the ICME 2013 conference [16].

![Figure 12: Simulation architecture.](image)

The DRC results are compared to other RCs, which have already been implemented in x264, in terms of the bandwidth, the frame size, PSNR values for Y, and the structural similarities (SSIM). Each comparison has been performed for the different types of HDVC environments, from the low-activity sessions to the high-activity sessions. Even the noisy background has been evaluated.

In the following sections, the performance of three RC methods is evaluated in terms of the matched bitrate and the video quality. Simulation results are evaluated in-depth for a typical-activity video and subsequently for other more extreme video types. The typical-activity video is one in which a person is sitting in front of the camera, the background has minor modifications, and the person talks, moves her/his head, and raises her/his hands. Moreover, there is a whiteboard behind the person with some text written on it. The video is then encoded and transmitted to the decoder. The decoder displays it and stores decoded sequences in the separate directory. The original video sequence and the decoded video sequence are then compared. All simulations have been conducted for two primary situations: a fixed bitrate, in which the bitrate does not change during the session, which is presented in section 5.1.1, and a variable bitrate in which the bitrate changes from 2 Mbps to 1.5 Mbps, which is presented in section 5.1.2. The results are shown in Figures 13 to 16, and the results of the desired bitrate are targeted at 2.5 Mbps. Next, we have measured how different RC algorithms react, which is discussed in the following sections.
In this part of the simulation, the available network bandwidth is fixed. Our objective is to identify how the DRC and the other RCs utilize the current bandwidth and how RCs affect the following parameters: QP, frame size, SSIM, and PSNR. It should be noted that with a fixed bandwidth, we do not expect a significantly superior performance from DRC in comparison with other RCs, because the real strength of DRC becomes apparent when the available bandwidth dynamically changes (as in the real Internet). DRC reacts to those changes better than other RCs, which is demonstrated in section 5.1.2. We have chosen to include our results from the fixed bandwidth scenario in this chapter for two reasons. First, the results provide a baseline for comparison with the variable bandwidth scenarios. Second, the results show the performance of DRC against other RCs when the available bandwidth is fixed, especially in the HDVC-specific scenarios, as shown in section 5.1.1.5.

The results are shown in Figures 13 to 16, in which the desired bitrate has been set at 2.5 Mbps. We should note that because the first frame is encoded as an I-frame in exactly the same way for both ABR and DRC, the first frame has been shown only in part (a) of Figures 13 to 16 in order to increase the readability of figures.

5.1.1.1 Quantizer parameter

The QP values per frame for each method are illustrated in Figure 13: the higher the QP value, the higher the perceived degradation of the video quality.

DRC offers a consistent QP value throughout the video sequence and is very similar to CRF in the given bitrate, which is very good because it behaves similarly to CRF. However, CRF does not reach the desired video bitrate. ABR has huge QP oscillations at the beginning because it does not have any previous history. This conservative feature imposes degradation on the video quality at the beginning, although the quality is recovered after a few frames. This is important because it may create a problem whenever the encoder wants to jump to a new bitrate.
In order to compare DRC to the current RC methods, it is necessary to generate a similar bitrate for all of them. Therefore, the CRF value is set to 21 for the bitrate of 2.7 Mbps without using VBV. This is the best possible value to generate the closest bitrate to 2 Mbps. DRC and ABR bitrates are 2 Mbps. The first frame is encoded as an I-frame, and the following frames are encoded as P-frames, which is why the first frame has a bigger size in Figure 14(a); however, the sizes of the following frames vary according to the policy. In order to obtain a more accurate evaluation of the performance of RC, Figure 14(b, c, and d) displays the same result as Figure 14(a) but begins at frame 1 instead of frame 0. In real-world HDVC systems, sending I-frames is rare because a session does not usually contain many scene changes and the majority of frames are P-frames.

Figure 14 shows the frame size variations. This is a quantity that is directly related to the bitrate. Each frame is generated in a certain period of time, and a collection of frames generated in a time unit (second) defines the bitrate. According to the figures, DRC has a pattern similar to CRF. This means that DRC decreases the amount of the bitrate when there is little movement in the video and vice versa, which is
similar to CRF. ABR generates a small bitrate at first (because it does not have the previous knowledge about each frame) and then increases the bitrate to reach the average rate. This causes the video quality of ABR to be low at the beginning, which can be seen in Figure 14(b, c, and d), and violates part 5 of the HDVC features as described in section 2.1. On the other hand, CRF generates larger frame sizes because it cannot reach the desired bitrate. This means that packets will be dropped using the CRF method. Hence, DRC can generate the video according to the network bandwidth.

![Figure 14: Frame sizes of different policies with I-frame (a) and without I-frame (b, c, and d).](image)

5.1.1.3 PSNR

As can be seen in Figure 15, ABR has the lowest quality at first, though the quality improves as time passes. The quality of DRC cannot be compared with that of CRF because their bitrates are not the same (CRF does not adhere to the desired bitrate and therefore suffers losses through the network). But the quality of DRC is better than that of ABR. It should be considered that the DRC offers consistent quality throughout the video session.
In this section, RCs are compared based on structural similarity (SSIM) [92] values. As can be seen in Figure 16, the quality generated by ABR is lowest at the beginning. As expected, CRF has the highest quality, but the quality of CRF is not “valid” because it generates more bitrate than the network could handle and would suffer from packet losses. Thus, DRC offers the best possible quality in the given bitrate.

DRC behaves similarly to CRF. This is very interesting considering that bitrate of CRF cannot be adjusted, whereas DRC can generate the desired bitrate.
5.1.1.5 HDVC-specific videos

In this section, a more complex scenario that usually occurs in HDVC sessions is investigated. A room is kept dark for a period of time (simulating an empty room); the light is then turned on, followed by low-activity motions and finally high-activity motions. The video is then transmitted over the network. Snapshot of this sequence is shown in Figure 17 and Table 2.
Table 2: Types of video activity descriptions.

<table>
<thead>
<tr>
<th>Part</th>
<th>Frame number</th>
<th>Activity type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0–1889</td>
<td>Dark area</td>
</tr>
<tr>
<td>2</td>
<td>1890–3659</td>
<td>Lights on with no person in the room</td>
</tr>
<tr>
<td>3</td>
<td>3660–3834</td>
<td>A person is coming into the room (medium activity).</td>
</tr>
<tr>
<td>4</td>
<td>3835–3869</td>
<td>A person is sitting on the chair (medium activity).</td>
</tr>
<tr>
<td>5</td>
<td>3870–5214</td>
<td>A person (alone) starts talking (low activity).</td>
</tr>
<tr>
<td>6</td>
<td>5215–5359</td>
<td>Another person is coming into the room (medium activity).</td>
</tr>
<tr>
<td>7</td>
<td>5360–5713</td>
<td>Neither person moves, nor they start talking.</td>
</tr>
<tr>
<td>8</td>
<td>5714–5848</td>
<td>One of the persons moves his hand rapidly (high activity).</td>
</tr>
<tr>
<td>9</td>
<td>5849–6344</td>
<td>Both of them move their hands rapidly (highest activity).</td>
</tr>
<tr>
<td>10</td>
<td>6345–6473</td>
<td>Small movements (low activity)</td>
</tr>
</tbody>
</table>
To illustrate the performance of the CRF method more clearly, two CRF simulations with two consecutive QP values that are close to the target bitrate were conducted. In Figure 19, CRF-23 is CRF with the quality value of 23, and CRF-24 is CRF with the quality value of 24.

All frames have been analyzed, and the results of 100 frames of some parts (1, 2, 7, and 9) of Table 2 are illustrated here to show the efficiency of the proposed algorithm. For the first 1,889 frames, as shown in part 1 of Table 2, there is no light in the conference room. In this situation, CRF-23 and CRF-24 send a very low bitrate, as seen in Figure 18 (a) and 19 (a), because there is no movement or change in the frames. However, the bitrate of ABR is substantial because it tries to maintain an average bitrate around 1.5 Mbps. In contrast, DRC transmits almost nothing. The main reason for this is that DRC adjusts itself based on the video quality. Since the quality is high enough, it decreases the video bitrate. The purple line in Figure 18 and Figure 19 represents the network bandwidth limit.

During the light-but-empty-room portion of the video, shown in part 2 of Table 2 and Figures 18(b) and 19(b), CRF-24 sends less video bitrate than the others but has very low video quality. CRF-23 has high quality but violates the network bandwidth, which will lead to lower quality due to the packet loss. DRC not only is within the limit of the network bandwidth but also produces higher quality video at that bitrate.
In the high-activity scenario, shown in part 7 of Table 2, Figure 18(c) and Figure 19(c), DRC behaves similar to the ABR. This is promising because DRC maintains the video quality in the range of the available network bandwidth.

In the highest-activity scenario which is shown in part 9 of the Table 2, Figure 18(d) and Figure 19(d), DRC decreases video quality to satisfy bandwidth constraints. This is important in enabling the HDVC system to support high-motion activity.
5.1.2 Dynamically changing bandwidth

In the previous section, DRC has been compared with other RCs when the network bandwidth is fixed. DRC offers better performance in various conditions, but the true value of DRC is even more tangible when the available network bandwidth changes. The faster an RC adjusts to a new bitrate, the less likely it is for it to produce a negative outcome in the video session. In our first set of simulations, the available network bandwidth (and hence the desired video bitrate) has been changed from 2.5 Mbps to 2 Mbps at frame 101. The frame rate in this simulation is 10 frames per second (FPS). In the following sections, DRC has been evaluated under different measurements in terms of the network fluctuations.
5.1.2.1 QP

The rate modification occurs at frame 101. As can be seen in Figure 20, ABR has a large change in QP value. Therefore, there is a huge impact on the video quality, and it takes about 13 frames to reach to new bitrate. CRF has only a few changes because it cannot find a suitable QP value for the new bitrate and fails to change the video bitrate, whereas the DRC has the fastest adjustment and reaches the new bitrate at frame 105 (in 4 frames).

![Figure 20: QP values when the bitrate has been changed.](image)

5.1.2.2 Frame size

Figure 21 shows that ABR generates a large frame size at frame 101 because it closes the encoder and reopens it after the reconfiguration and flushing its history buffers (requiring an I-frame). CRF exhibits the same behavior, but it never reaches the new bitrate at all. DRC reaches the new bitrate within a few frames, which is an important characteristic of DRC.
5.1.2.3 PSNR

PSNR values are shown in Figure 22. As expected, ABR initially has a large negative impact on the quality of the frames (especially in frame 101), and after some time the video quality increases. CRF has some fluctuations around the frame 101 as well; however, the result cannot be compared with that of the other RCs because CRF fails to adjust the desired bitrate. Again, DRC is able to recover the video quality and reach the final bitrate much faster than ABR.

5.1.2.4 SSIM

The SSIM variations are similar to the PSNR variations. As can be seen in Figure 23, the quality
of ABR reaches the new bitrate only after a long period of time, whereas DRC reaches the new bitrate only after 4 frames. Moreover, CRF fails to reach the new bitrate.

![SSIM value when the bitrate has been changed.](image)

5.1.3 Consecutively bandwidth changes

For the second simulation, we first demonstrate two consecutive bitrate modifications at frames 100 and 200. The video has been initially encoded at 1 Mbps. The video bitrate has then been increased to 1.5 Mbps at frame 100. The video bitrate has been increased again at frame 200 to 2.5 Mbps. This simulation is conducted with DRC and other competitors (ABR and CRF). Figure 24 shows the PSNR values for different methods.
Next, we have repeated the first simulation with two consecutive decreasing bitrate modifications at frames 100 and 200. The video is initially encoded at 1.5 Mbps, decreased to 1 Mbps at frame 100, and decreased again to 700 Kbps at frame 200. This simulation is conducted with DRC and other competitors (ABR and CRF). Figure 25 shows the PSNR values for different methods.
As can be seen in Figure 25, DRC offers consistent and better quality than ABR and CRF. CRF is unable to adapt to the new bitrate, and ABR imposes huge video quality fluctuations.

5.1.4 Subjective Tests

The encoded frames have been subjectively evaluated by employees of Magor Corp. and students of the DISCOVER lab at the University of Ottawa. Because of market interests, Magor Corp. has performed an internal extensive subjective test to analyze DRC. Figure 26 is a snapshot of a specific frame from the "Magor_moj" sequence.

![Figure 26: Subjective test result for the specific frame at "moj_sequence".](image)

The subjective tests have involved viewing the same decoded image from different rate controllers on a 47-inch 1080p monitor and subjectively comparing them by zooming in on particular sections of a frame and switching between frames to compare the quality of the frames. This job is done
by Magor video experts as well as lab students who are working on the multimedia related areas. We have asked them to compare each frame quality and tell which frame has the better quality. We have asked 17 students to participate in the experiment and their ages are between 22 and 30. The orders of RCs have been randomly selected (in some cases they were shown DRC first and in some cases DRC last). Their opinions have been collected and rounded to the nearest integer value and depicted in Figure 28. The text on the whiteboard is shown in Figure 27. Figure 28 shows the observers’ opinions for different frames. The subjects have ranked the quality of frames by giving scores between 5 and 0, in which 5 and 0 represent the best and the worst qualities, respectively. As seen in Figure 27 and Figure 28, DRC offers better quality most of the time. The person in the picture starts moving at frame 350, so DRC offers higher quality. The same response occurs for frame 500, in which there is typical activity. High-motion activity starts at frame 560 and ends at frame 615. In this case, CRF has higher video quality because DRC reduces the quality to maintain the bitrate regarding to the long-term considerations; however, DRC still offers a higher quality than ABR. At the last frame, there is no activity, and DRC is still superior.

Figure 27: Zoomed version of the specific frame.
5.2 **Congestion Prediction**

5.2.1 **Experiment Setup**

In this section, we present our comprehensive experimental simulations (NS2) and real-trace implementation and evaluation. We show that the speed and accuracy of our method is superior to most commonly used methods, such as the rate adjustment algorithm of RTT-based schemes [62] [93]. To examine the performance of the proposed method, we used the x264 open source reference software developed in [29] as the H.264/AVC video encoder and the NS2 software developed in [94] as the network simulator platform. In addition to the simulations, the proposed method has been implemented in the commercial HDVC solution provided by our industry partner Magor Corp., and the real-world test scenarios have been performed over the Internet to demonstrate the robustness of the proposed scheme.

We should mention that we have not done any simulation related to TCP-friendly [60] feature for our method. This is because our main objective is to predict network congestion based on the incoming packet information as soon as possible and have relaxed the TCP-friendliness requirement in favor of faster reaction to congestion.
The simulation setup is depicted in Figure 29. S1 sends the video stream over RTP, and the video packets are streamed through the routers R1 and R2. The whole throughput of the system is determined by the link capacity L1. S4 acts as a receiver, whereas S2 and S3 are used to generate additional traffic to represent the typical traffic activity. S1 sends video packets, and S4 collects the video packets and stores them for the analysis. All the network parameters are stored in log files.

In our simulation scenario, various videos are coded and sent through the NS2 software. For this experiment, we consider $n_1 = 20$ and $n_2 = 50$. We use a dynamic $\Delta_2$ and update the bounds every 50 packets arrived based on the update rules discussed in the previous chapter. In order to examine the performance of our method under different network conditions, we have considered six cases for HD videos and two cases for SD videos as shown in Table 3.
Table 3: The network condition cases.

<table>
<thead>
<tr>
<th>Case Number</th>
<th>Network Bandwidth (Mbps)</th>
<th>HD Videos</th>
<th>SD Videos</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Initial</td>
<td>Secondary</td>
</tr>
<tr>
<td>1</td>
<td>2.0</td>
<td>3.0</td>
<td>2.0</td>
</tr>
<tr>
<td>2</td>
<td>2.0</td>
<td>2.5</td>
<td>2.0</td>
</tr>
<tr>
<td>3</td>
<td>2.0</td>
<td>2.25</td>
<td>2.0</td>
</tr>
<tr>
<td>4</td>
<td>2.0</td>
<td>1.75</td>
<td>2.0</td>
</tr>
<tr>
<td>5</td>
<td>2.0</td>
<td>1.5</td>
<td>2.0</td>
</tr>
<tr>
<td>6</td>
<td>2.0</td>
<td>1.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

For all the cases in Table 3, the video encoder bitrate is fixed and is equal to the initial bandwidth of each case. The network then changes its bandwidth at frame 60 (i.e., at second 2 of the video) to the secondary bandwidth indicated in Table 3. Note that at second 2, the bandwidth reduction process is initiated and the network therefore takes a while to reach the secondary target bandwidth. The video encoder bitrate is not adjusted after the bandwidth manipulation.

Table 4 and Table 5 show the response times of the tested methods for various HD and SD video sequences and network conditions, respectively. It should be mentioned that the recommended time spacing between RTCP packets is 5 seconds [93] [95]; however, because one of our goals is to illustrate the speed of our approach, we have decreased the RTCP transmission intervals to 1 second (in Table 4) and 0.1 seconds (in Table 5) to give our competitor an edge. It should be noted that when we refer to TCP-friendly methods in this chapter, we mean the conventional schemes that are based on the TCP-friendly approaches described in section 2.2.1. Recall that these approaches typically use RTCP to exchange the network statistics between the sender and the receiver. The term “no detection” represents the cases in which no bandwidth change is detected during the simulation period, which is 5.5 seconds. As the results illustrated in Table 4 and Table 5 show that our proposed method outperforms RTCP-based methods in 95.8% of the simulation cases. When both approaches have successful detection, our approach detects bandwidth changes 511.5 milliseconds sooner on average with a standard deviation of 322.95 milliseconds. In addition, the competing approach behaves poorly when the bandwidth increases. In case 6 (bandwidth decreasing from 2 Mbps to 1 Mbps for HD videos), our approach is 320.6 milliseconds
faster on average, and the standard deviation of the differences is 125 milliseconds. Moreover, in the first four cases, the competing approach has no detection during the simulation period.

**Table 4: The response time comparison for proposed and the TCP-friendly schemes with one second RTCP interval – HD videos.**

<table>
<thead>
<tr>
<th>Case #</th>
<th>Sequence Name</th>
<th>Response Time (Sec)</th>
<th>Proposed Method</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>[38][41]</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Tractor</td>
<td>0.0990</td>
<td>No detection</td>
<td>∞</td>
</tr>
<tr>
<td></td>
<td>Sunflower</td>
<td>0.1224</td>
<td>No detection</td>
<td>∞</td>
</tr>
<tr>
<td></td>
<td>Station 2</td>
<td>0.1201</td>
<td>No detection</td>
<td>∞</td>
</tr>
<tr>
<td></td>
<td>Rush hour</td>
<td>0.1382</td>
<td>No detection</td>
<td>∞</td>
</tr>
<tr>
<td>2</td>
<td>Tractor</td>
<td>0.1216</td>
<td>No detection</td>
<td>∞</td>
</tr>
<tr>
<td></td>
<td>Sunflower</td>
<td>0.1616</td>
<td>No detection</td>
<td>∞</td>
</tr>
<tr>
<td></td>
<td>Station 2</td>
<td>0.1438</td>
<td>No detection</td>
<td>∞</td>
</tr>
<tr>
<td></td>
<td>Rush hour</td>
<td>0.1647</td>
<td>No detection</td>
<td>∞</td>
</tr>
<tr>
<td>3</td>
<td>Tractor</td>
<td>0.088198</td>
<td>No detection</td>
<td>∞</td>
</tr>
<tr>
<td></td>
<td>Sunflower</td>
<td>0.182185</td>
<td>No detection</td>
<td>∞</td>
</tr>
<tr>
<td></td>
<td>Station 2</td>
<td>0.150716</td>
<td>No detection</td>
<td>∞</td>
</tr>
<tr>
<td></td>
<td>Rush hour</td>
<td>0.155048</td>
<td>No detection</td>
<td>∞</td>
</tr>
<tr>
<td>4</td>
<td>Tractor</td>
<td>0.116134</td>
<td>No detection</td>
<td>∞</td>
</tr>
<tr>
<td></td>
<td>Sunflower</td>
<td>0.185065</td>
<td>No detection</td>
<td>∞</td>
</tr>
<tr>
<td></td>
<td>Station 2</td>
<td>0.150716</td>
<td>No detection</td>
<td>∞</td>
</tr>
<tr>
<td></td>
<td>Rush hour</td>
<td>No detection</td>
<td>No detection</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>Tractor</td>
<td>0.1995</td>
<td>1.1970</td>
<td>0.9975</td>
</tr>
<tr>
<td></td>
<td>Sunflower</td>
<td>0.1649</td>
<td>1.1970</td>
<td>1.0321</td>
</tr>
<tr>
<td></td>
<td>Station 2</td>
<td>0.2262</td>
<td>0.5966</td>
<td>0.3703</td>
</tr>
<tr>
<td></td>
<td>Rush hour</td>
<td>0.1867</td>
<td>0.5966</td>
<td>0.4099</td>
</tr>
<tr>
<td>6</td>
<td>Tractor</td>
<td>0.1836</td>
<td>0.5966</td>
<td>0.4130</td>
</tr>
<tr>
<td></td>
<td>Sunflower</td>
<td>0.1541</td>
<td>0.5966</td>
<td>0.4425</td>
</tr>
<tr>
<td></td>
<td>Station 2</td>
<td>0.1994</td>
<td>0.3973</td>
<td>0.1979</td>
</tr>
</tbody>
</table>
Table 5: The response time comparison for proposed and the TCP-friendly schemes with 0.1 second RTCP interval – SD videos.

<table>
<thead>
<tr>
<th>Case #</th>
<th>Sequence Name</th>
<th>Response Time (Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Proposed Method [41][38]</td>
</tr>
<tr>
<td>1</td>
<td>City</td>
<td>0.1708</td>
</tr>
<tr>
<td></td>
<td>Crew</td>
<td>0.2734</td>
</tr>
<tr>
<td></td>
<td>Harbor</td>
<td>0.3283</td>
</tr>
<tr>
<td></td>
<td>Ice</td>
<td>0.1982</td>
</tr>
<tr>
<td>2</td>
<td>City</td>
<td>0.1755</td>
</tr>
<tr>
<td></td>
<td>Crew</td>
<td>0.2745</td>
</tr>
<tr>
<td></td>
<td>Harbor</td>
<td>No detection</td>
</tr>
<tr>
<td></td>
<td>Ice</td>
<td>0.2043</td>
</tr>
</tbody>
</table>

Average time ahead when both methods have detection 0.128586

To conclude, in order to show the efficiency of our method, we have considered the case of an RTCP transmission interval of 0.2 seconds for HD-sized videos. The simulation results for this case are presented in Table 6. As the table shows, our proposed method outperforms the RTCP-based scheme in most simulation cases.
Table 6: The response time comparison for proposed and the TCP-friendly schemes with 0.2 second RTCP interval – HD videos.

<table>
<thead>
<tr>
<th>Case #</th>
<th>Sequence Name</th>
<th>Response Time (Sec)</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Proposed Method</td>
<td>[93][62]</td>
</tr>
<tr>
<td>1</td>
<td>Tractor</td>
<td>0.0943</td>
<td>No detection</td>
</tr>
<tr>
<td></td>
<td>Sunflower</td>
<td>0.1302</td>
<td>No detection</td>
</tr>
<tr>
<td></td>
<td>Station 2</td>
<td>0.0936</td>
<td>No detection</td>
</tr>
<tr>
<td></td>
<td>Rush hour</td>
<td>0.1332</td>
<td>No detection</td>
</tr>
<tr>
<td>2</td>
<td>Tractor</td>
<td>0.1056</td>
<td>No detection</td>
</tr>
<tr>
<td></td>
<td>Sunflower</td>
<td>0.1872</td>
<td>No detection</td>
</tr>
<tr>
<td></td>
<td>Station 2</td>
<td>0.0936</td>
<td>No detection</td>
</tr>
<tr>
<td></td>
<td>Rush hour</td>
<td>0.1653</td>
<td>No detection</td>
</tr>
<tr>
<td>3</td>
<td>Tractor</td>
<td>0.122249</td>
<td>No detection</td>
</tr>
<tr>
<td></td>
<td>Sunflower</td>
<td>0.164523</td>
<td>No detection</td>
</tr>
<tr>
<td></td>
<td>Station 2</td>
<td>0.137348</td>
<td>No detection</td>
</tr>
<tr>
<td></td>
<td>Rush hour</td>
<td>0.108936</td>
<td>No detection</td>
</tr>
<tr>
<td>4</td>
<td>Tractor</td>
<td>0.401153</td>
<td>0.283389 -0.1178</td>
</tr>
<tr>
<td></td>
<td>Sunflower</td>
<td>No detection</td>
<td>0.243406  ∞</td>
</tr>
<tr>
<td></td>
<td>Station 2</td>
<td>0.279008</td>
<td>0.203455 -0.0755</td>
</tr>
<tr>
<td></td>
<td>Rush hour</td>
<td>No detection</td>
<td>0.103394  ∞</td>
</tr>
<tr>
<td>5</td>
<td>Tractor</td>
<td>0.2110</td>
<td>3.0552 2.8442</td>
</tr>
<tr>
<td></td>
<td>Sunflower</td>
<td>0.1496</td>
<td>3.0552 2.9056</td>
</tr>
<tr>
<td></td>
<td>Station 2</td>
<td>0.4107</td>
<td>1.9919 1.5811</td>
</tr>
<tr>
<td></td>
<td>Rush hour</td>
<td>0.2005</td>
<td>1.9919 1.7914</td>
</tr>
<tr>
<td>6</td>
<td>Tractor</td>
<td>0.1975</td>
<td>0.9321 0.7345</td>
</tr>
<tr>
<td></td>
<td>Sunflower</td>
<td>0.1520</td>
<td>0.9321 0.7801</td>
</tr>
<tr>
<td></td>
<td>Station 2</td>
<td>0.2537</td>
<td>0.9321 0.6784</td>
</tr>
<tr>
<td></td>
<td>Rush hour</td>
<td>0.2082</td>
<td>0.9321 0.7238</td>
</tr>
<tr>
<td></td>
<td><strong>Average time ahead when both methods have detection</strong></td>
<td><strong>1.18459</strong></td>
<td></td>
</tr>
</tbody>
</table>

In addition, Figure 30 shows the graphs of $Diff$ with the generated upper and lower bounds for the rush hour video sequence, and the network condition is set based on cases 3–6 of Table 3. With the exception of only one case, our method detects changes efficiently. As Figure 30(b) shows, our method
does not detect the slight decrease in the bandwidth, which means that the amount of the decrease has a
very slight effect on the delays and an insignificant effect on the inter-arrival delay. Although the curve of
*Diff* turns flat and then decreases, the behavior of our detection method is expected, because the curve
does not cross the boundaries, which can be seen in Figure 30. The key part of the idea is based on the
calculation of the inter-arrival time of the consequent packets and updating the Bayesian model
accordingly. The main indicator of bandwidth change in Figure 30 is the blue curve (Diff). The blue curve
shows the bandwidth changes almost immediately. The values of the bounds are not an integrated part of
our detection system. These bounds can be chosen such that Figure 30(b) shows the detection occurs;
however, we chose a lower sensitivity, which is why the figure shows no detection. It is important to note
that for all cases depicted in Figure 30, the sending rate of the video is capped at 2 Mbps. Therefore, a
decrease of 0.25 Mbps in bandwidth does not drastically affect the inter-arrival time of the subsequent
packets or the video quality; however, an increase of the same size in the bandwidth would trigger a rush
of packets and cause shorter inter-arrival times. Hence, the blue curve in Figure 30(a) starts increasing
dramatically and follows this change. Our analysis shows that the Bayesian model developed in our study
is more sensitive to the bandwidth increase than to sudden same-size decrease.
Figure 30: Graphs for our proposed approach for the rush hour video in various decreasing cases (a) case 3 of Table 3 (2 Mbps to 2.25 Mbps), (b) case 4 Table 3 (2 Mbps to 1.75 Mbps), (c) case 5 Table 3 (2 Mbps to 1.5 Mbps), and (d) case 6 Table 3 (2 Mbps to 1 Mbps).
5.3 Commercial Testbed Experiments

In addition to simulations, we have tested similar scenarios using a commercial HDVC system testbed provided by our partner Magor Corp. Figure 31 presents the experiment setup. In the figure, the participants send video to each other. The figure represents two parties in one HDVC session. A snapshot of this HDVC session is shown in Figure 32. Figure 33 is representing one way of the solution, where another way is identical to it. The proxy server is responsible for emulating various network conditions and policies. We have used netem in the proxy to emulate real network traffic patterns [96]. The netem scripts used can be found in the Appendix section of this thesis. To have a fixed reference to compare the results, a prerecorded (raw input) video of a real session has been used in the experiment. The experiments have been performed with multiple scenarios. In the first scenario, the video bitrate is initially set to 1.5 Mbps, and the proxy is configured to provide this bitrate at first and drop it to 1 Mbps after 7 seconds. In the second scenario, the video bitrate is initially set to 1.5 Mbps, and the proxy is configured to increase it to 2 Mbps after 7 seconds. The RTCP packets are sent every 200 ms and also our maximum packet size is 1500 bytes and sent around 166 packets per second. Figure 33 presents the results of the first scenario. Two variables are shown in the figure. The x-axis represents the time of the bandwidth change, with the negative and positive values indicating the time before and the time after the bandwidth change, respectively; i.e., the bandwidth change occurs at time zero. The y-axis represents the Diff variable according to equation (16). The Diff variable determines the behavior of the network in our proposed method, and crossing the lower bound and the upper bound indicates that the method has detected the bandwidth modification, which is shown in List 1. Figure 34 shows that our solution detects the fluctuation in available bandwidth about 160 milliseconds after the bandwidth modification.
Figure 31: The experiment setup.

Figure 32: A snapshot of one HDVC session.
Figure 33: The performance of the proposed method when bandwidth changes from 1500 Kbps to 1000 Kbps with a 50 Kbits router buffer.

The available bandwidth calculated by the TCP-friendly method is depicted in Figure 34. We have used the same scenario in this test in which the bandwidth change also occurs at time zero. This method is unable to provide a clear and useful status for the bandwidth changes.
Figure 34: The amount of the available bandwidth calculated by the TCP-friendly method when the bandwidth changes from 1500 Kbps to 1000 Kbps with a 50 Kbits router buffer.

Figure 35 shows the results of the second scenario, in which our method detects the bandwidth increase again within 900 milliseconds. The TCP-friendly result is presented in Figure 36, which shows that the TCP-friendly method detects the bandwidth increase after 1200 milliseconds; however, the clear result appears after 9 seconds. This is expected because it is a conservative method.
Figure 35: The performance of the proposed method when the bandwidth changes from 1500 Kbps to 2000 Kbps.

Figure 36: The amount of the available bandwidth calculated by the TCP-friendly method when the bandwidth changes from 1500 Kbps to 2000 Kbps.

In addition to these two scenarios, we have experimented with the following scenarios: 1500 Kbps
to 1250 Kbps, 1500 Kbps to 1750 Kbps, and 1500 Kbps to 2500 Kbps. All results are very similar to the results shown in the previous figures and are not reported here for brevity.

5.3.1 Router’s queue

The router’s queue size affects the TCP-friendly method and our method. The large queue size imposes a delay in the TCP-friendly method as the packet loss decreases and the packet delay increases. Figure 37 and Figure 39 represent the TCP-friendly method with a 200 Kbits and a 100 Kbits buffer size in the router, and Figures 38 and 40 represent our method with a 200 Kbits and a 100 Kbits buffer size in the router. Comparing Figure 37 and Figure 38, it can be seen that TFRC detects the bandwidth reduction after 3600ms while our method detects the network reduction at 292ms after the bandwidth reduction. Again, the same story happens for Figure 39 and Figure 40. However the main difference is that TFRC is faster and detects network modification at 2500ms while we do not see any change in our method. The main outcome of these experiments is that our method is independent from the router's buffer size. Yet the TFRC is affected by the router's buffer size. The larger the buffer size, the greater the delay imposed by the TCP-friendly method; however, our proposed method is able to detect bandwidth modifications with a large buffer size as well.
Figure 37: The amount of available bandwidth calculated by the TCP-friendly method when the bandwidth changes from 1500 Kbps to 1000 Kbps with a 200 Kbits buffer.

Figure 38: The performance of the proposed method when the bandwidth changes from 1500 Kbps to 1000 Kbps with a 200 Kbits buffer.
Figure 39: The amount of the available bandwidth calculated by the TCP-friendly method when the bandwidth changes from 1500 Kbps to 1000 Kbps with a 100 Kbits buffer.

Figure 40: The performance of the proposed method when bandwidth changes from 1500 Kbps to 1000 Kbps with a 100 Kbits buffer.
Finally, we have evaluated our method using an actual HDVC session performed over the Internet. This is done in two stages. First, we have established one HDVC session between our DISCOVER Lab at the University of Ottawa and Magor’s location in Kanata, a suburb of Ottawa. The computer at the university streams a recorded (raw input) HDVC session to the other computer. The network parameters such as loss event and inter-arrival delay are calculated and passed through to the TFRC and our method simultaneously. Each result generated by TFRC and our method is then stored in the file to make the comparison.

Figure 41 and Figure 42 compare the performance of our method over the Internet with that of the TCP-friendly method over the Internet. Figure 41 shows that our method detects the bandwidth reduction at 9973 milliseconds of the experiment, whereas the TCP-friendly method does so at 10703 milliseconds, 730 milliseconds later than our method. Therefore, as expected, our method measures the bandwidth reduction faster than the other methods, leading to the possibility of adjusting the video bitrate sooner with a higher quality experience for the end user.

Figure 41: The real trace of the proposed method over the Internet (stage 1).
Figure 42: The real trace of the TCP-friendly method over the Internet (stage 1).

In the second stage, we have established another HDVC session between two nodes. These two nodes are connected to the other two nodes via an ADSL connection. The network topology is depicted in Figure 43. We have applied the same procedure that was explained in the first stage. Figure 44 and Figure 45 compare the performance of our method over the Internet with that of the TCP-friendly method. Figure 44 shows that our method detects the bandwidth reduction at 1931 milliseconds of the experiment, whereas the TCP-friendly method does so at 1978 milliseconds, 47 milliseconds later than our method. Even in this situation, in which the network was too unstable, our method measures the bandwidth reduction faster than the other methods; however, the performance of our system in the first stage is much better than it is in the second stage because the first stage is more realistic.
Figure 43: The network topology.

Figure 44: The real trace of the proposed method over the Internet (stage 2).
Figure 45: The real trace of the TCP-friendly method over the Internet (stage 2).
CHAPTER 6

CONCLUSION AND FUTURE RESEARCH

In this thesis, we have proposed two main ideas related to a video conferencing solution: rate control and congestion prediction. Rate control is the key part of the encoder and affects its overall performance. We have proposed the DCRF and DRC methods. DRC is more important because it is designed specifically for HDVC. The simulations have shown that it outperforms the existing rate control methods. To achieve a complete solution, we have introduced a congestion prediction method. The main feature of our method is its ability to predict congestion and to enable the encoder to adapt the video quality. The simulations have demonstrated that our method indeed outperforms its competitors. To obtain more accurate results, we also have implemented a real-world solution (the Magor system) and have generated results from a real trace. Each simulation has also been described and analyzed. The results have confirmed that the DRC and the congestion prediction improve overall video quality and user satisfaction.

Though this study has been focused on the video conferencing, rate control is a very important concept in the video communications and can be optimized in different aspects. Rate control is an ongoing problem. For each new type of communications, such as wired, wireless, 3G, LTE, and optic, rate control is the required component of the system, and optimal rate control should take advantage of the communication infrastructure efficiently. The list below outlines some avenues for the future research.

- Distributed DRC: This is an extension of the DRC that works for HDVC with more than two streams at the same time while using the shared bandwidth.
- Congestion monitor: This is the complement of the congestion prediction method and is used to calculate the accurate amount of the bandwidth that each stream is using in one HDVC session. The key element is distributed DRC.
- DASH: A simplified DRC can be used in this system. The main feature of DASH is that the QP selection is discrete and coarse, which makes a DRC task much simpler.
Multiview videoconferencing: This is a new area in videoconferencing that offers multiviews instead of a single view, and a hierarchical DRC would be useful for this situation.

WebRTC: This is web-based videoconferencing. This feature enables web browsers to have real-time communication capabilities by simply using JavaScript API. This project has been initiated by Google and is open source. The WebRTC uses GCC that can determine the available bandwidth, yet the main concern on the WebRTC is that how current RCs are able to adapt their bitrate accordingly. The close collaboration between RC and GCC is the key element of the WebRTC success and the DRC can play a key role. The DRC adapts its bitrate within 2 to 6 frames. Moreover, our network prediction method can determine the network behavior which complements the WebRTC feature.
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APPENDIX

8.1 NETEM SCRIPT:

`#` Written By Abbas Javadtalab
`#` No buffering, filtering, or other magic: if data arrives higher
`#` than the police rate rule, it gets dropped outright.
`#` apply a netem qdisc for ingress only: note FFFF: appears to be the only acceptable handle
`#` nothing else worked... FFFF: is acceptable for each interface, handles
`#` are unique per ethernet device
`#` set -v
avocadoInterface=eth0
bananaInterface=eth2
avocadoIP=0.0.0.0/0
ratelimit=$1
delay_line=5ms
delay_threshold=0
buffersize=75k
burst=400k
`#` input
tc qdisc add dev $avocadoInterface handle ffff: ingress
tc qdisc add dev $bananaInterface handle 1: root htb
tc class add dev $bananaInterface parent 1: classid 1:1 htb rate 100Mbps
tc class add dev $bananaInterface parent 1:1 classid 1:11 htb rate 100Mbps
tc qdisc add dev $bananaInterface parent 1:11 handle 10: netem delay $delay_line $delay_threshold
tc filter add dev $bananaInterface protocol ip prio 2 u32 match ip src $avocadoIP police rate $ratelimit burst $burst drop flowid 1:11

`#` output
tc qdisc add dev $bananaInterface handle ffff: ingress
tc qdisc add dev $avocadoInterface handle 1: root htb
tc class add dev $avocadoInterface handle 1: root htb rate 100Mbps
tc class add dev $avocadoInterface parent 1: classid 1:1 htb rate 100Mbps
tc class add dev $avocadoInterface parent 1:1 classid 1:11 htb rate 100Mbps
`#` tc qdisc add dev $avocadoInterface parent 1:11 handle 10: netem delay $delay_line $delay_threshold
tc filter add dev $avocadoInterface protocol ip prio 2 u32 match ip src $avocadoIP police rate $ratelimit burst $burst drop flowid 1:11

tc filter add dev $avocadoInterface parent ffff: protocol ip prio 50 u32 match ip src $avocadoIP police rate $ratelimit burst $burst drop flowid :1

tc filter add dev $bananaInterface parent ffff: protocol ip prio 50 u32 match ip src $avocadoIP police rate $ratelimit burst $burst drop flowid :1

# dump some stats about what we've done
tc -s -d qdisc show dev $avocadoInterface;

#set ="foo"
read input
while [ "$input" != c ]
do
echo "Type c to clear impairment and exit or enter new rate"
ratelimit=$input
echo "$ratelimit"
#input

tc filter del dev $avocadoInterface parent ffff: protocol ip prio 50 u32 match ip src $avocadoIP police rate $ratelimit burst $burst drop flowid :1

tc filter add dev $avocadoInterface parent ffff: protocol ip prio 50 u32 match ip src $avocadoIP police rate $ratelimit burst $burst drop flowid :1

tc filter del dev $bananaInterface protocol ip prio 2 u32 match ip src $avocadoIP police rate $ratelimit burst $burst drop flowid 1:11

tc filter add dev $bananaInterface protocol ip prio 2 u32 match ip src $avocadoIP police rate $ratelimit burst $burst drop flowid 1:11

#output

tc filter del dev $bananaInterface parent ffff: protocol ip prio 50 u32 match ip src $avocadoIP police rate $ratelimit burst $burst drop flowid :1

tc filter add dev $bananaInterface parent ffff: protocol ip prio 50 u32 match ip src $avocadoIP police rate $ratelimit burst $burst drop flowid :1

tc filter del dev $avocadoInterface protocol ip prio 2 u32 match ip src $avocadoIP police rate $ratelimit burst $burst drop flowid 1:11

tc filter add dev $avocadoInterface protocol ip prio 2 u32 match ip src $avocadoIP police rate $ratelimit burst $burst drop flowid 1:11

#dump the stats again as we exit
tc -s -d qdisc show dev $avocadoInterface;
tc -s -d qdisc show dev $bananaInterface;
read input
done
ratelimit=$1
# and clean up and exit
#input
tc filter del dev $bananaInterface protocol ip prio 2 u32 match ip src 0.0.0.0/0 police rate $ratelimit burst $burst drop flowid 1:11
tc filter del dev $avocadoInterface protocol ip prio 2 u32 match ip src 0.0.0.0/0 police rate $ratelimit burst $burst drop flowid 1:11
tc qdisc del dev $bananaInterface parent 1:11 handle 10: netem delay $delay_line $delay_threshold
tc qdisc del dev $avocadoInterface handle ffff: ingress
tc qdisc del dev $bananaInterface handle ffff: ingress
tc qdisc del dev $bananaInterface handle 1: root htb
tc qdisc del dev $avocadoInterface handle 1: root htb
#output