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Abstract

Cloud computing is becoming increasingly widespread and sophisticated. A key feature of cloud computing is elasticity, which allows the provisioning and de-provisioning of computing resources on demand, via auto-scaling. Auto-scaling techniques are diverse, and involve various components at the infrastructure, platform and software levels. Auto-scaling also overlaps with other quality attributes, thereby contributing to service level agreements, and often applies modeling and control techniques to make the auto-scaling process adaptive. A study of auto-scaling architectures, existing techniques and open issues provides a comprehensive understanding to identify future research solutions. In this paper, we present a survey that explores definitions of related concepts of auto-scaling and a taxonomy of auto-scaling techniques. Based on the survey results, we then outline open issues and future research directions for this important subject in cloud computing.

1 Introduction

Cloud computing is an emerging computing model. The National Institute of Standards and Technology [1] defines cloud computing as: “A model for enabling convenient, on-demand network access to a shared pool of configurable computing resources (e.g. networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction.”

With cloud computing, provisioned resources can be changed according to the fluctuating demands of the customer, thus avoiding resource under-utilization and over-utilization, while maintaining a high level of quality for the hosted service. This feature is called elasticity, and forms the basis of the utility computing model. Therefore, customers pay only when infrastructural resources are needed. Cloud computing is also beneficial from the cloud provider’s point of view because more customers can be served with the same infrastructure.

Tools that automatically modify the amount of used resources are called “auto-scaling services”. Although auto-scaling has shown considerable potential for cloud computing, it also brings unique challenges that need to be addressed.

- Lack of auto-scaling studies of at the service level. Auto-scaling includes diverse cloud service models, but most studies only focus on the infrastructure level. Auto-scaling at the service-level is important as services are running on a set of connected VMs, and the quality of the service relies on how auto-scaling handles resources for these VMs. The service level metrics such as transactions per unit time need to be mapped to system level metrics such as CPU usage, network and disk IO rates.
- Insufficient tools for monitoring and aggregating metrics at the platform level and service level to support auto-scaling decisions.
- Auto-scaling in hybrid cloud environments is not well supported. Hybrid clouds are where part of the application is deployed on a private cloud, and the other part on a public cloud. In this scenario, the public and private
cloud may offer different auto-scaling techniques that are not compatible with each other, so there would be an interoperability issue in auto-scaling resources across the two clouds.

- The efficiency of auto-scaling in term of the reliability of the auto-scaling process is not well managed. Failure of the auto-scaling process can result in violations of the system’s QoS requirements of performance and scalability and even incur unnecessary cost.
- There is a lack of studies to show the relationship between auto-scaling and quality attributes such as availability, reliability and security. For example, DoS attacks can cause an auto-scaling service to scale out the system unnecessarily and thus increase operation cost.

In this paper, we present a survey of auto-scaling techniques and concepts, architectural principles, state-of-the-art implementations, and research challenges. The ultimate goal is to understand auto-scaling services and to identify future research directions. The survey includes a manual search of the literature on the topic of "auto-scaling in cloud computing", and from the literature we extrapolate the main issues and topics that the auto-scaling field faces today.

The remaining parts of the paper are structured as follows. In Section 2, we introduce the definition of auto-scaling as well as the definitions of other relevant terms. In Section 3, we present the review methods in our literature search. In Section 4, we highlight the auto-scaling taxonomy to categorize various aspects of auto-scaling services. In Section 5, we present a categorization of the literature, and in Section 6 we discuss the open issues and future direction of auto-scaling. Finally, we conclude the paper in Section 7.

2 Definition of Auto-scaling

We first introduce the concept of auto-scaling and then discuss how auto-scaling differs from related concepts, namely resource provisioning, scalability, and elasticity.

The concept of auto-scaling has been loosely defined from many perspectives by academics and cloud technology vendors in diverse contexts. Gartner defines auto-scaling as follows:

“Auto-scaling automates the expansion or contraction of system capacity that is available for applications and is a commonly desired feature in cloud IaaS and PaaS offerings. When feasible, technology buyers should use it to match provisioned capacity to application demand and save costs.” [2]

In Amazon Web Service (AWS), auto-scaling is defined as a cloud computing service feature that allows AWS users to automatically launch or terminate virtual instances based on defined policies, health status checks, and schedules [3].

Meanwhile, In RightScale [4], auto-scaling is defined as “a way to automatically scale up or down the number of compute resources that are being allocated to your application based on its needs at any given time.”

From an academic point of view, auto-scaling is the capability in cloud computing infrastructures that allows dynamic provisioning of virtualized resources [5, 6]. Resources used by cloud-based applications can be automatically increased or decreased, thereby adapting resource usage to the applications’ requirements [5].

Based on these definitions, the key features of auto-scaling are:

- The ability to scale out (i.e., the automatic addition of extra resources during increased demand) and scale in (i.e., the automatic termination of extra unused resources when demand decreases, in order to minimize cost).
- The capability to setting rules for scaling out and in.
- The facility to automatically detect and replace unhealthy or unreachable instances.

Auto-scaling is often referred in the context of resource provisioning, scalability, and elasticity. These terms are often used interchangeably, but they are actually slightly different concepts. Understanding the differences between these concepts can help us to identify the unique issues of auto-scaling and focus on the solutions.

Resource provisioning allows a system to scale out and in resources under dynamic workload [7, 8]. Efficient resource provisioning leads to improved scalability. Scalability enables a system to maintain performance during an increased workload by the addition of hardware resources [6], mostly by the system’s administrator. There are two types of scalability: horizontal scaling, also known as scaling out, increases resources by
adding nodes or machines to the system. Meanwhile, vertical scaling, also known as scaling up, increases resources, such as CPU and processing power, in existing nodes.

Herbst et al. [6] explain the relation between scalability and elasticity as “Scalability is a prerequisite for elasticity, but it does not consider temporal aspects of how fast, how often, and at what granularity scaling actions can be performed. Scalability is the ability of the system to sustain increasing workloads by making use of additional resources, and therefore, in contrast to elasticity, it is not directly related to how well the actual resource demands are matched by the provisioned resources at any point in time.”

Elasticity is defined as, “The degree to which a system is able to adapt to workload changes by provisioning and de-provisioning resources in an autonomic manner, such that at each point in time the available resources match the current demand as closely as possible” [6]. In other words, the term elasticity covers how quickly the system can respond to fluctuating demands. Thus, auto-scaling techniques enable elasticity.

3 Related Work

Many survey papers have already covered the field of cloud computing. Ahmed et al. [103] provided a survey on cloud computing and state of the art research issues. The goal of this survey is to provide a general overview and better understanding of cloud computing, and as such, it is not specific to auto-scaling. Furthermore, the taxonomy in [104] illustrates the open issues related to cloud computing and describe a comprehensive study of cloud computing services. Zhang et al. [9] presented the fundamental concepts of cloud computing, the architectural designs, key technologies and research directions. Aceto et al. [10] focused on key properties and issues of cloud monitoring. Lorido-Botran et al. [11] focused on the current issues of auto-scaling and provided a category of auto-scaling techniques into five aspects, namely static, threshold-based polices, reinforcement learning, queueing theory, control theory and time-series analysis. Their survey, however, is limited to auto-scaling techniques from the IaaS's client perspective. Auto-scaling related to IaaS management, PaaS, and SaaS was not covered.

To the best of our knowledge, these surveys still lack a detailed analysis of auto-scaling for the Cloud. To fill this gap, we provide a survey on auto-scaling driven by research questions and a careful analysis and categorization of auto-scaling systems for the Cloud, the issues arising from these systems and how such issues have been tackled in the literature.

4 The Review Method

To collect papers in the literature, we focus on the following research questions:

- What is the relationship between auto-scaling and other cloud functionalities, such as monitoring and quality of service management?
- How auto-scaling correlate to other quality does attributes including performance, scalability, availability, and dependability?
- How does auto-scaling impose technical issues to different domain applications, such as video streaming, databases, health care, and mobile applications?

Driven by these research questions, we first searched papers that covered auto-scaling issues in cloud computing conference proceedings and journal papers, using the following well-known online libraries:

- ACM Digital Library (http://dl.acm.org/)
- Google Scholar (http://scholar.google.com)
- IEEE Xplore (http://ieeexplore.ieee.org)
- ScienceDirect (http://www.sciencedirect.com)
- SpringerLink (http://www.springer.com)

Our initial research included papers that were cited in surveys related to auto-scaling in cloud computing. In order to judge the relevancy of the papers to our topic, we reviewed their title, abstract, introduction, and approach sections.

A) Inclusion criteria:

Our inclusion criteria were for papers that addressed the problems in this field (problem domain) and those that proposed solutions to these problems (solution domain). In addition, we included papers that were not specifically on auto-scaling, but their topics were intrinsically linked to auto-scaling. For example, we included papers on monitoring and security, because they addressed crosscutting issues with auto-scaling. That is not to say that we included all topics on monitoring - a search of the keyword “monitoring” produces over 200 papers alone, of which most
were irrelevant to our search. To ensure the quality of the papers, we only included peer-reviewed papers.

B) Exclusion criteria:
We excluded papers not written in English. We also did not include reports, pamphlets and reviews in our search. We also did not include a paper if it did not provide validation for the proposed solution.

C) Data extraction:
In order to answer the research questions, our next step was to extract the information from the papers. To do this in a systematic way, we define a taxonomy to categorize the topics covered in the selected literature.

5 Taxonomy
Concentrated on the three research questions listed in Section 4, we have categorized the literature into five main topics, which are: 1) Level of auto-scaling in Cloud, 2) Quality attributes and crosscutting concerns, 3) Domains and applications, 4) Affiliated management, and 5) Modeling and prediction.

5.1 Level of Auto-scaling
One key function of auto-scaling is to guarantee Service Level Agreements (SLAs) from the service provider side, and to satisfy requirements for quality attributes (e.g., scalability, availability, and reliability) from the perspective of cloud applications. Driven by SLAs and requirements for quality attributes, auto-scaling is applicable to three different cloud service models: SaaS, PaaS, and IaaS.

A) Auto-scaling at the IaaS level
Auto-scaling at the IaaS (Infrastructure-as-a-Service) level involves two main groups: applying proprietary vendor techniques and devising auto-scaling mechanisms for specific needs.

In the former group, Amazon Web Service (AWS) is a powerful public cloud provider with its own auto-scaling mechanism. One example of a service using AWS is YinzCam, which is a cloud-hosted service that provides sports information to sports fans. Mickulicz et al. [12] have discussed the limitations of the original YinzCam architecture, and the move of the system to AWS. Mickulicz et al. showed how auto-scaling can hide architecture inefficiencies, but at higher operational costs. Cloud-hosted applications have fluctuating workloads but also need to fulfill SLAs, therefore cloud-hosted applications require resource provisioning to be SLA-aware. Thus, it is essential to obtain a good understanding of the performance behavior of virtual instances. Dejun et al. [13] analyzed the resource provisioning performance of the Amazon Elastic Compute Cloud (Amazon EC2) in service-oriented architecture. In their paper, they calculated the performance stability and consistency of small instances in the Amazon EC2.

The topic on devising auto-scaling mechanisms consists of subtopics that address specific needs and techniques of auto-scaling including virtualization, comparison, workload monitoring, hybrid/multi-clouds, bandwidth, integrated storage, network and computing, self-scaling frameworks.

Virtualization is perhaps the most addressed topic; many studies use virtualization to design and propose new auto-scaling mechanisms [14, 15, 46, 90, 91, 73, 8, 74, 20, 72, 51], including VM allocation [14, 15, 46, 90, 91, 73], tuning VM capacity [8, 74], DoS attack issue (security issue) [20], and elastic VM architecture [72, 51].
A cloud auto-scaling mechanism presented in [15] scheduled VM instance fire up or turn off activities, automatically scaling the instances based on workload information and performance desire.

Erdil [16] worked on inter-cloud federations. He proposed proxies that broadcast information to improve the success of distributed cloud resource schedulers. MODAClouds [17] is a model-driven approach for the design and execution of applications on multiple clouds to support developers migrating between clouds.

Ahn et al. [14] investigated the weaknesses of existing scaling mechanisms in real-time healthcare applications. They proposed new auto-scaling mechanisms in order to dynamically adjust the number of VMs. They combined an independent real-time resource monitor, a virtual session manager, and a workload prediction algorithm to make the mechanisms reliable and efficient.

**B) Auto-scaling at the PaaS level**

At the PaaS (Platform-as-a-Service) level, auto-scaling mainly deals with three subtopics, namely, *infrastructure* resource management, autonomic models for PaaS, and pluggable auto-scaler in PaaS.

The reason we propose infrastructure resource management as a subtopic is that cloud applications at the PaaS level share and compete for resources simultaneously. Hence, the issue of integrating and coordinating the resource consumption and allocation is pertinent at the PaaS level. Zhang et al. [64] integrated resource consumption of a PaaS application and provisioning decisions using a control-loop based approach.

An autonomic model for PaaS refers to a model with the ability to self-monitor, self-repair, and self-optimize. To serve this purpose, Buyya et al. [71] proposed an architecture for developing self-governed resource provisioning and management techniques in PaaS.

Pluggable auto-scaler in PaaS means a service that extends the PaaS level to allow the user to experiment with existing or new extensions. Bunch et al. [18] designed and implemented an open-source, pluggable auto-scaling service for PaaS systems that runs at the cloud PaaS layer. Their work also contains high availability-awareness, as well as QoS-awareness.

**C) Auto-scaling at the SaaS level**

At the SaaS (Software-as-a-Service) level, current cloud service providers offer services based on a pay-per-use business model. Issues such as managing resources according to fluctuating loads in SaaS applications, and meeting users’ expectations of Quality-of-Service (QoS) have become attractive for researchers [7, 19, 49, 79, 80, 81].
Many studies focus on web applications. We divided SaaS studies into those involving web applications [49, 80, 7 and 19] and those that concentrate on other types of applications, such as Hadoop and parallel applications [79, 81].

One study that deals with web applications at the SaaS level is on solving resource overutilization of multi-tenancy applications [19]. **Multi-tenancy** refers to the ability to offer one single application instance to several tenants. An SaaS platform and its applications should be aware of how tenants use resources. Current cloud virtualization mechanisms do not provide cost-effective pay-per-use models for SaaS applications and just-in-time scalability is not achieved by simply deploying SaaS applications to cloud platforms [19]. Espadas et al. [19] proposed a tenant-based resource allocation model that consists of three approaches: (1) Tenant-based isolation to encapsulate the execution of each tenant; (2) Tenant-based load balancing to distribute requests; and (3) Tenant-based VM allocation to verify the number of VM instances which are needed for a certain workload.

### 5.2 Quality attributes

Quality attributes affect run-time behavior, user experience, and system design. Some quality attributes (such as performance, security, high availability, reliability and fault tolerance) are strongly related to auto-scaling in cloud environments. These quality attributes play an important role for new models of quantifying auto-scaling problems and the design of auto-scaling mechanisms. One example of achieving performance through auto-scaling is the video-on-demand (VoD) service with stringent bandwidth requirements to guarantee the performance of VoD services. Niu et al. [93] proposed a predictive resource auto-scaling system that dynamically reserves the minimum bandwidth resources from multiple data centers for the VoD provider.

Ferraris et al. [53] evaluated the auto-scaling performance of the Flexiscale [105] and Amazon EC2 cloud hosting platforms. Their result demonstrated the difficulty of changing auto-scaling parameters, such as the minimum and maximum pool size, and the scale in and scale out thresholds. They suggested implementing a pro-active behavior, since simple actions taken after threshold violations are not enough to guarantee performance.

Bunch et al [18] designed an auto-scaler that runs at the PaaS layer. They designed a role-based approach. Each role indicated the responsibility of the node, and when it should be started and stopped. The auto-scaler could view metrics and roles of nodes, and was responsible for making decisions to start or stop nodes. They also contributed cost-aware auto-scaler, which focuses on saving costs rather than QoS. The authors claimed that their approach saved applications 91% of the instances they normally use in the PaaS, although with a lower QoS.

### 5.3 Domains and applications

Mobile applications [21], database systems [22,100], data stream applications [79], Hadoop and real-time medical applications [102, 56] are typical applications that have the most need for data intensive computing and on-demand resource provisioning. These applications have fluctuating loads and apply auto-scaling mechanisms to handle resource provisioning.

Nowadays, clients expect to use cloud applications on a variety of smart devices. Bernstein et al. [21] gave an example of a car driver using a GPS mobile application running on the cloud. Bernstein et al. presented a platform architecture to support capacity changes. However, auto-scaling was not featured in their work. Huang et al. [100] proposed an auto-scaling database virtualization approach to satisfy SLA requirements. They combined the auto-scaling feature of clouds with the sharing features of MongoDB to create a rapid auto-scaling cloud storage system.

Vijayakumar et al. [79] focused on auto-scaling problems for data stream applications in clouds. In data stream applications, external sources generate data. The authors proposed an approach to match the processing rate with the data arrival rate by cautiously allocating resources. Their proposed algorithm handled dynamic patterns of data arrivals, while preventing degradation in processing rate.

### 5.4 Affiliated management

Affiliated management refers to cloud computing control mechanisms that are highly related to auto-scaling. The topic consists of three subtopics: Elastic policy management [54, 83, and 96], Monitoring [31, 101, 57, 23, 24, 10, 77], and Security mechanisms [20].
Elastic policy management is a vital part of auto-scaling systems. An elastic policy governs when and how resources are added or removed from a cloud environment. Elastic policy rules need to be optimized to reduce operation cost. However, determining a suitable policy can be challenging.

Another affiliated management of auto-scaling is monitoring. Metrics, at the infrastructure and platform levels, must be monitored so that an auto-scaling mechanism is aware of the system's states.

Finally, security mechanisms are affiliated with auto-scaling since malicious attacks can exploit poorly designed auto-scaling systems. Ristenpart et al. [106] discussed the risks raised from sharing physical infrastructures, even when their actions were isolated through VMs, such as inside a third-party cloud service (e.g., Amazon EC2) in auto-scaling systems. They presented approaches to alleviate this risk. First, cloud providers may conceal or obfuscate the placement policy and the internal structure of their services. Secondly, they may employ masking techniques to minimize the information that can be leaked. Finally, they could just simply not allow users to share infrastructure with each other.

The effectiveness of auto-scaling has a direct impact on performance, scalability and availability. Thus, affiliated management for auto-scaling should provide the following features:

A) **Awareness of the system's state and related entities in the environment.**
   The next generation of cloud computing integrates SaaS, PaaS and IaaS, and merges private and public clouds and cloud federations [23]. Smit et al. [23] considered the integration of private and public clouds and defined requirements for collecting monitoring data from different groups of resources. The cloud monitoring framework tracked resource consumption and cost in near real-time. DARGOS [77] is a distributed architecture for resource management and monitoring in clouds. It is responsible for publishing resource monitoring information, and is able to measure physical and virtual resources accurately, while ensuring a low overload. Katsaros et al. [24] proposed a monitoring system for measuring QoS at both the application and infrastructure levels, targeting trigger events for runtime adaptability of resource provisioning estimation and decision making.

B) **Timely capturing the scaling pattern,** which reduces risk of missing spike workload. Mickulicz et al. [12] observed that an AWS auto-scaling policy, such as scaling out if average CPU-usage is above 30% during one minute could cope with unpredictable spiky workloads to ensure a responsive user experience.

C) **Responsiveness of the entity performing scaling-in and scaling-out cloud operations.** The scaling entities should respond quickly to demands on resources. Slow operations could miss the best opportunity to catch up the workload and cause SLA violations.

D) **Cost effectiveness.**
   Methods to optimize resources for auto-scaling in cloud computing include just-in time infrastructure, efficient resource utilization and usage-based pricing. There are a number of studies that present efficient price models. Mishra et al. [25] used shared-disk architecture to propose an optimal pricing solution, because cost efficiency of auto-scaling in cloud computing depends on a high workload density, a dynamic management of resources, an economy of scale and the ability to run in various environments. Cloud resources are charged in an hourly manner. Cloud providers now offer diverse instance types, at different prices. Choosing suitable instance types based on the application workload can further save money and improve performance. Mao et al [15] considered choosing cost-effective instance types to propose a cost-effective auto-scaling mechanism.

E) **Appropriate handling of the failure of scaling operations.**
   Auto-scaling systems can fail because of unexpected node failures or other uncertainties. If a scaling system fails, the system will not be able to scale out or increase resources to match demands. The system should have a recovery process, so that in the event of a failure, the auto-scaling process is embedded into the fault-tolerant process to make auto-scaling reliable.

### 5.5 Modeling and prediction

Modeling and prediction techniques facilitate the management of auto-scaling by quantifying auto-scaling features and providing estimation of the performance and cost of a specific auto-scaling mechanism or architecture.

A) **Simulation-based modeling and prediction**
Simulation benefits cloud customers as it allows cloud clients to their services in a repeatable and controllable environment and adjust the auto-scaling configurations before deploying services to the cloud. There are two challenging problems with simulation-based studies, namely measuring the performance of resource allocation for different cloud applications, and modelling services under fluctuating loads.

Buyya et al. [27] offered a solution for evaluating different kinds of auto-scaling scenarios by proposing a simulation toolkit called “CloudSim” that modeled and simulated multiple data centers to scale out applications.

Thepparat et al. [28] simulated auto-scaling problems using virtualization technology, with the objective of supporting heavy workloads at peak times. The auto-scaling without server virtualization and auto-scaling with server virtualization were built on the ARENA simulation software. They claimed that the mean time of failure and CPU utilization could increase with server virtualization technology in auto-scaling.

B) Analytical models
An analytical model is a mathematical model that formulates the behavior of auto-scaling systems. Mao et al. [73] described a provisioning method that automatically adjusts to workload changes. Their work is based on a monitor-control loop that adjusts to dynamic changes such as the workload bursting and delayed instance acquisitions.

In [29], the resource provisioning problem was formulated in a two-phase algorithm. The first phase focused on providing optimal long term resources by proposing a mathematical formulae. The second phase proposed a Kalman filter prediction model to predict demand.

A novel framework proposed in [30] supported reactive and proactive approaches for implementing auto-scaling services. With a reactive approach, resources are scaled in or out in response to fluctuating user demands. With a proactive approach, on the other hand, future demand is predicted. Resources are scaled in advance for the increased or decreased demand. The authors developed a set of predictors for future demand on infrastructure resources, as well as a selection mechanism to choose the best predictor. The proactive approach was more successful at minimizing cost and SLO violations, while the reactive approach was useful for reducing resources that had already been over-provisioned. In their work, a scaling decision was taken proactively every five minutes, and a reactive decision was made whenever an action was activated.

Another study [31] introduced a new open source solution for auto-scaling, which focused on SLA compliance. Their work followed the MAPE loop (Monitoring, Analysis, Planning, Execution), in an industrial context.

Chazalet et al. [33] proposed an SLA-based multi-dimensional resource allocation schema in multi-tier applications. Their aim was to optimize the total profit gained under SLA contracts. Their solution focused on the capacity constraint of servers between different clients and a resource consolidation technique based on the force-direction search. A similar study, conducted by Goudarzi et al. [35], worked on multi-dimensional SLA-based resource allocation problem. The authors modelled the response time based on different resource allocations to increase profits.

Roy et al. [34] focused on optimizing resource allocation. In their paper, the authors discussed challenges in auto-scaling and shortages in techniques in workload forecasting. The authors presented a resource allocation algorithm based on a control algorithm to predict future workload used for auto-scaling. Their result demonstrated the model help to satisfy QoS requirements while remaining low operational costs.

Song et al. [36] drew attention to the fact that large data centers, such as Google, have auto-scaling systems that focused only on either local scaling within a server, or central global scaling. The authors thus proposed a two-tiered system, one that combines local and global resource allocation. Their system optimized resource allocation by preferentially giving resources to critical applications. Caron et al. [42] presented a solution for workload prediction by identifying similar past incidences of the current short-term workload history. The authors proposed a novel usage prediction algorithm for auto-scaling which use historic data to detect similar usage patterns and use it in scaling decision.

Yanggratoke et al. [43] addressed the problem of resource management for large-scale cloud with objective of saving a dynamic workload with minimal power consumption. The authors proposed a GRMP-Q (Generic protocol for Resource allocation for Minimizing Power consumption). The protocol provides a judicious allocation of CPU resources to clients.
Elastic Application Container (EAC) is a lightweight resource management model proposed by He et al. [37]. The proposed EAC-based resource management solution performed better than the VM-based solution. Hung et al. [38] considered energy cost to propose an auto-scaling algorithm for dynamic and balancing resource provisioning.

C) Assessment, Migration and Configuration

Legacy applications sometimes have to be migrated, but this can be complicated and costly if the application is limited to specific providers, or if migration is not an automated process. [39]. Frey et al. [39] proposed a tool called CloudMIG, which is a model-based approach for migrating software systems from SaaS providers towards public IaaS and PaaS-based clouds. The tool uses a model-driven approach to generate considerable parts of an architecture utilizing rule-based heuristics. Feedback loops allow for further alignment with the specific cloud environment’s properties and improve resource efficiency and scalability. A model-driven engineering approach in [40, 41] is used to develop the Smart Cloud Optimization of Resource Configuration Handling (SCORCH) tool. The tool is built using feature models to maximize efficiency of auto-scaling queues and avoid boot-time penalties, thus considerably reduced allocation time.

<table>
<thead>
<tr>
<th>Level</th>
<th>Sub-topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>SaaS</td>
<td>Web Applications [49,80,7,19]</td>
</tr>
<tr>
<td></td>
<td>Other Applications [79,81]</td>
</tr>
<tr>
<td>PaaS</td>
<td>Infrastructure Resource Management [64]</td>
</tr>
<tr>
<td></td>
<td>Autonomic Models [48,21,71]</td>
</tr>
<tr>
<td></td>
<td>Pluggable Auto-scaler [18]</td>
</tr>
<tr>
<td>IaaS</td>
<td>Comparison [103,53,28]</td>
</tr>
<tr>
<td></td>
<td>Virtualization</td>
</tr>
<tr>
<td></td>
<td>VM Allocation [14,15,46,90,91,7]</td>
</tr>
<tr>
<td></td>
<td>Tuning VM Capacity [8,74]</td>
</tr>
<tr>
<td></td>
<td>Security Issues [20]</td>
</tr>
<tr>
<td></td>
<td>Elastic VM Architecture [72,51]</td>
</tr>
<tr>
<td></td>
<td>Monitoring [75,69]</td>
</tr>
<tr>
<td></td>
<td>Hybrid/multi-clouds [16,17,95,84,44,36,78,67,65]</td>
</tr>
<tr>
<td></td>
<td>Bandwidth [93]</td>
</tr>
<tr>
<td></td>
<td>Integrated Storage, Network and Computing [63]</td>
</tr>
</tbody>
</table>

Table 1: Level of Auto-scaling Topics

Table 2: Modeling and Prediction Topic

### 5.6 Categorization

Tables 1, 2 and 3 provide classifications of the papers that are related to the topics of the taxonomy.

<table>
<thead>
<tr>
<th>Topics</th>
<th>Sub-topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality</td>
<td>Performance [93,53,30]</td>
</tr>
<tr>
<td>Attributes</td>
<td>Security [20,71]</td>
</tr>
<tr>
<td></td>
<td>HA [101,99]</td>
</tr>
<tr>
<td></td>
<td>Reliability [71]</td>
</tr>
<tr>
<td>Affiliated</td>
<td>Elastic policy configuration</td>
</tr>
<tr>
<td>Management</td>
<td>[54,83,96]</td>
</tr>
<tr>
<td></td>
<td>Security mechanism [106]</td>
</tr>
<tr>
<td></td>
<td>Monitoring [31,101,57,23,24,10,77]</td>
</tr>
<tr>
<td>Domains</td>
<td>Mobile Apps [21]</td>
</tr>
<tr>
<td>/Applications</td>
<td>Database [22,100]</td>
</tr>
<tr>
<td></td>
<td>Data Streaming [79]</td>
</tr>
<tr>
<td></td>
<td>Hadoop [102]</td>
</tr>
<tr>
<td></td>
<td>MPI Apps [56]</td>
</tr>
<tr>
<td></td>
<td>Real-time Medical Apps [14,72]</td>
</tr>
<tr>
<td></td>
<td>Back-end Mashup [68]</td>
</tr>
</tbody>
</table>

Table 3: Quality Attribute, Affiliated

### 6 Open Issues

A) **Migrating from one cloud to another cloud**

Cloud providers usually offer similar services to clients. Auto-scaling is often supported by a cloud provider to allow clients to configure
the best resource scaling options to achieve their economic goals. A major problem is “vender-lock”, where the service cannot be easily transferred to a competitor. Cloud providers are heterogeneous and their services are often incompatible. This prevents interoperability and increases the cost and complexity of migration to other clouds. There is a need for a mechanism that supports auto-scaling of resources, portability, interoperability and federation between clouds [16, 17].

Most of the research on auto-scaling focuses on a single cloud environment. Only a few studies, mentioned in Section 5, focused on multi-clouds [44].

B) Formulating the problem of optimizing the cost and configuration in dynamic resource allocation

Most existing auto-scaling techniques only consider system level resource utilization. There is a lack of consideration of SLAs, user performance requirements, and cost concerns. SLAs bring their own challenges: over-provisioning is costly whereas under-provisioning impairs performance. Auto-scaling needs to provide resources in response to unexpected load changes rapidly and on demand. However, existing mechanisms have delays of usually several minutes when allocating resources. Such a delay may lead to SLA violations for real-time services (such as Video on Demand services). On the other hand, maintaining idle resources incurs unnecessary operational expense. Optimizing the cost and configuration in dynamic resource allocation, while avoiding SLA violations, is an important open issue in cloud computing.

C) Auto-scaling, Monitoring tools and Cloud configurations

Monitoring tools in auto-scaling systems are essential for automatic resource provisioning. Users have a wide variety of monitoring tools to choose from, with each provider typically having their own set of monitoring tools. Usually, each tool solves one specific auto-scaling monitoring problem. Thus, an open issue is that the metrics collected from each monitoring tool need to be transformed and aggregated to fit the auto-scaling analysis. Another open issue is the lack of tools for the platform and service levels.

D) Auto-scaling failures

Auto-scaling system failures are not well addressed. The auto-scaling process is subject to faults and failures from software, networking and hardware aspects. One scenario is that a certain number of nodes are needed, but only partial nodes are actually launched. When failures like this occur, an auto-scaling mechanism needs to recover in an intelligent way. Simply re-running the auto-scaling action may result in extra nodes being provisioned unnecessarily.

7 Conclusion

In recent years, cloud computing has attracted an increasing amount of attention from industry and academia alike. This is mainly due to cloud computing’s ability to dynamically provision resources on-demand. The objective of this paper is to present a comprehensive study about the auto-scaling mechanisms available today, as well as to highlight the open issues in the field. In this paper, we provide a careful analysis of current state of auto-scaling in cloud computing. We first put auto-scaling into context by providing background information, discussing the main beneficiaries of auto-scaling, and giving definitions of key concepts. Next, we proposed a taxonomy that simplifies the state of auto-scaling today, and which provides researchers and developers with ideas about the current auto-scaling mechanisms and challenges. We then examined past and existing issues, and the contributions provided in literature so far. We then described the main platforms (commercial and academic), and finally, we considered the challenges and future directions of auto-scaling in cloud computing.
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