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a b s t r a c t

In this paper, a new experimental approach – computer simulation – is introduced for understanding
design activities and for validating design theories. Following the generic framework of computer simu-
lation, three main components in simulating design activities are introduced: mathematical model, sim-
ulation model, and statistical analysis. The mathematical model consists of the design governing equation
and Environment-Based Design (EBD), based on which three routes are introduced to look for new design
solutions: (1) formulating the design problem differently at the beginning of a design process may get
quite different solutions, in which creative design could emerge; (2) extending designer’s knowledge
and experience can help generate more candidate solutions, and so increasing the probability of gener-
ating a good concept; (3) changing the sequence of design problem decomposition may change product
requirements, and thus change the generated design concepts. By viewing mesh generation algorithms as
design agents, a computer simulation environment is used to study design activities. Statistical analysis is
conducted to validate quantitatively the three routes to new design solutions. The results show that com-
puter simulation is an effective approach to studying design activities.

� 2009 Elsevier Ltd. All rights reserved.

1. Introduction

During the last several decades, a variety of design theories and
methodologies have been proposed, such as systematic design
methodology [1,2], decision-based design theory [3], Theory of
Inventive Problem-Solving (TRIZ) [4], computational design theory
[5], axiomatic design [6], General Design Theory [7], Formal Design
Theory [8] and Axiomatic Theory of Design Modeling [9]. These de-
sign research efforts can be classified into three major categories:
philosophical, deductive and inductive.

Philosophical studies investigate design problem, design objects
and design process through retrospection and speculation. The
philosophical studies in design have enriched our understanding
of design research and provided us a macro-perspective to study
design. Yoshikawa indicated that design philosophy is the highest
level of speculative thinking about the experience and manifesta-
tion of design, the role and position of design in the society, the
historical evolution of the design discipline, and the foundational
basis of design thinking [10]. Horváth [11] summarized that phi-
losophy of design is often equaled to a meta-theoretical framework
for design theories by which epistemological and ontological clar-
ity could be brought in, and often to a philosophy of practice.

In addition to the philosophical approach to design research, a
design theory can be developed by using two systematic

approaches: deductive and inductive studies, as is shown in
Fig. 1. Deductive studies attempt to establish design theories by
the direct derivation from axioms whereas inductive studies aim
to develop a design theory through the generalization from obser-
vations on design activities. These two approaches are taken as
top–down and bottom–up strategies, respectively, in [9]. A good
design theory must reflect the nature and characteristics of the de-
sign process. As stated in [9], a design theory can be verified by
applying it to case studies, by comparing it to commonly accepted
understanding of design properties through experiments, or by
applying it to improve the design practices through managing
the identified factors implied in the design process model estab-
lished in design theories.

Deductive studies aim to establish the fundamental principles
and theories for engineering design by identifying the common
elements and disclosing the underlying order of the design process.
The breakthrough and innovation in understanding and modeling
the design process depend on more scientific exploration of design
activities, which can provide a formal representation of the design
process. This kind of research targets the general design problem
and the general model of design through the axiomatic approach.
The representative work in exploring mathematical approaches is
the General Design Theory [7], Extended General Design Theory
[12], Formal Design Theory [8] and Axiomatic Theory of Design
Modeling [9]. Yoshikawa established the General Design Theory
(GDT) in 1981. Later Tomiyama and Yoshikawa [12] extended the
GDT in recognizing that human recognition is imperfect.
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Tomiyama and his co-workers have applied the GDT to CAD sys-
tems and knowledge intensive engineering [13–15]. Braha and
Maimon [8] proposed a formal design theory (FDT) in 1998 based
on the science of the artificial proposed by Simon [16] and the pio-
neering work done by Yoshikawa and Tomiyama [7,12]. FDT ana-
lyzed ideal design and introduced the evolutionary process in the
real design. Braha and Reich [17] further discussed a mathematical
framework for describing a variety of complex and practical design
processes. Based on the logic of design, Zeng and Gu developed a
science-based design theory [18,19], which has been further devel-
oped into the axiomatic theory of design modeling [9].

Inductive studies attempt to generalize design theories by
observing designer’s design activities. Cross summarized the re-
search methods for the study of engineering designers, which in-
clude interviews with designers, observations and case studies,
protocol studies, controlled tests, simulation trials, and reflection
and theorizing [20]. Protocol analysis has been used increasingly
since the 1980’s in investigating the process of designing and in
understanding how designers design [21–23]. Protocol analysis
studies a subject’s mental processes in accomplishing tasks by
recording their spontaneous thinking aloud as running commen-
tary, which will be subsequently segmented into the discrete
atomic mental operations [24]. Case study is a popular method
used by researchers to produce new design theory, to verify and
validate an existing design theory or to explain design phenomena.
In contrast, controlled tests and simulation trials have rarely been
used in design research.

Motivated by the success of simulation in many other fields
such as manufacturing [25], construction [26], education [27],
computer science [28], and human experience [29], this paper pre-
sents our research progresses in understanding design activities by
using computer simulation. Computer simulation allows a user to
interact with a computer-simulated environment to simulate dif-
ferent real situations. It is not only cost-effective, but also can be
easily and quickly operated to present the real problem in many
different perspectives in a virtual environment. To the authors’
best knowledge, few systematic research efforts have been re-
ported in design research focusing on computer simulation to
understand design processes [30,31].

Computer simulation is the discipline of designing a model of
an actual or theoretical physical system, executing the model on
a digital computer, and analyzing the execution output [33]. As is
shown in Fig. 2 [32], the first step in the computer simulation pro-
cess is to create a descriptive model of the physical system by iden-
tifying relevant components and their relationships. Secondly, a
formal model, which is often in the form of mathematical equa-
tions, is established to capture the behaviors and interactions of
the system components. Thirdly, a simulation model is developed

through computer programming. Finally, numerical experiments
can be conducted to collect data for understanding the physical
system through statistical analysis.

The rest of this paper is organized as follows. Section 2 intro-
duces a mathematical model underlying design activities, which
includes the design governing equation and a design process mod-
el. Section 3 describes the simulation model used in this paper.
Section 4 conducts the statistical analysis by using the data col-
lected from the computer simulation. Section 5 concludes this
paper.

2. Formal model of design activities

As the foundation of computer simulation of design activities, a
mathematical model was proposed for understanding the factors
that lead to a creative design [34] by using the axiomatic theory
of design modeling [9]. This mathematical model includes the
design governing equation [18] and a new design process model
– Environment-Based Design (EBD) [35,36]. The design process
model solves the design governing equation, based on which the
factors leading to the creative design can be identified.

2.1. Design governing equation

In simulation, most models describing the behaviors of the con-
cerned physical system are mathematical in nature. In the context
of design activities, the mathematical model should capture the evo-
lution process of design. To achieve this objective, a mathematical
representation of design activities is indispensable, based on which
the dynamic mechanism of design evolution must be developed.

Design activities are involved with three main objects: designer,
product, and environment, as is shown in Fig. 3. These three objects
also interact with each other. A product is any artifact to be designed
by designers whereas the environment is where the product is
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Fig. 1. Two main strategies of design research [9].

Fig. 2. Framework for computer simulation [32].
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expected to work. Theoretically, anything except the product can be
seen as the product’s environment. Practically, however, only the
environment components that impact the product directly will be
considered [35]. Take the vehicle design as an example, the vehicle
is the product whereas drivers, roads, existing technologies and en-
ergy sources are the environment of the vehicle. Both the vehicle and
its environment are called object. Any research into design is to
investigate either those three objects or their mutual relations (par-
ticularly including the relations from each object to itself).

The axiomatic theory of design modeling is developed to repre-
sent such a structure as shown in Fig. 3. A key concept in the axi-
omatic theory of design modeling is the structure operation,
denoted by �, which can be defined as the union ([) of an object
O and the interaction (�) of the object with itself [9].

�O ¼ O [ ðO� OÞ; ð1Þ

where �O is the structure of the object O. Everything in the universe
can be seen as an object. Interactions between objects are also ob-
jects. Examples include force, movement, and system input and out-
put. Structure operation provides a means to represent a
hierarchical system with a single mathematical expression. The
application of structure operation can be found in the representa-
tion of sketches and linguistic information in design [38,39].

Based on the structure operation, a product system can be de-
fined as the structure of an object (X) including both a product
(S) and its environment (E).

X ¼ E [ S; 8E; S½E \ S ¼ U�; ð2Þ

where U is the object that is included in any object.
The product system (�X) can be expanded as follows:

�X ¼ �ðE [ SÞ ¼ ð�EÞ [ ð�SÞ [ ðE� SÞ [ ðS� EÞ; ð3Þ

where�E and�S are structures of the environment and the product,
respectively; E� S and S�E are the interactions between the environ-
ment and the product [9]. A product system can be illustrated in Fig. 4.
The product system is a part of the design activities shown in Fig. 3.
Obviously, design activities can also be represented as the structure
of designer, product and environment. The details are given in [9].

In the design process, any previously generated design concept
can be indeed seen as an environment component for the succeed-
ing design. As a result, a new state of design can be defined as the
structure of the old environment (Ei) and the newly generated de-
sign concept (Si), which is a partial design solution

�Eiþ1 ¼ �ðEi [ SiÞ: ð4Þ

This evolution process from the design state �Ei to the design
state �Ei + 1 is shown in Fig. 5 and is governed by the following de-
sign governing equation [35],

�Eiþ1 ¼ Ks
i ðK

e
i ð�EiÞÞ; ð5Þ

where Ks
i and Ke

i are synthesis and evaluation operators [18,19],
respectively.

The two operators Ks
i and Ke

i correspond to two major phases in
the design process: synthesis and evaluation. The synthesis process
is responsible for proposing a set of candidate design solutions
based on the design problem. It stretches the state space of design.
The evaluation process is used to screen candidate solutions
against the requirements in the design problem. It folds the state
space of design. The interaction of both synthesis and evaluation
processes gives rise to the final balanced design solutions, which
can be illustrated in Fig. 6.

The design governing equation (5) is a recursive equation and is
the mathematical form of the logic of design [40], which character-
izes design as a process of simultaneously looking for design solu-
tions and determining the solution evaluation criteria based on the
found design solutions. This design governing equation governs
design activities and underlies design processes in the same way
as the differential equations do to classic engineering sciences.
The design governing equation makes design problem solving as
a search for fixed points under the design function Ks

i ðK
e
i ð�ÞÞ. Differ-

ent design methodologies indeed solve the design governing equa-
tion (5) under different assumptions.

According to the recursive logic of design [40], at most stages of
(conceptual) design, the evaluation operator Ke

i will be determined
only after a (partial) design solution is generated, which will in
turn trigger new synthesis operators Ks

i . As a result, a small change
in the initial design problem may give rise to significant differences
in the final design solutions, among which creative design solu-
tions may exist [35].

2.2. Design process model: Environment-Based Design (EBD)

In solving the design governing equation (5), a new design
methodology – Environment-Based Design (EBD) [35,36] – was
logically derived from the axiomatic theory of design modeling
[9]. As is illustrated in Fig. 7, the Environment-Based Design in-
cludes three main steps: environment analysis, conflict identifica-
tion, and concept generation. These three steps work together
progressively and simultaneously to generate and refine the design
specifications and design solutions.

The following explains the three steps included in EBD [36]:
Step 1: Environment analysis: define the current environment

system �Ei.

�Ei ¼ �
[ne

j¼1

Eij

 !
¼
[ne

j¼1

ð�EijÞ [
[ne

j1¼1

[ne

j2¼1
j2–j1

ðEij1 � Eij2 Þ; ð6Þ

Designer

Product Environment

Fig. 3. Design activities [37].

Fig. 4. Product system [9].
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Fig. 5. Environment-Based Design: mathematical model [36].
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where ne is the number of components included in the environment
Ei at the ith design state; Eij is an environment component at the
same design state. It should be noted that decisions on how many
(ne) and what environment components (Eij) are included in Ei de-
pend on designer’s experience and other factors relevant to the con-
cerned design problem.

Step 2: Conflict identification: identify undesired conflicts Ci be-
tween environment components by using evaluation operator Ke

i ,
which depends on the interested environment components.

Ci � Ke
i

[ne

j1¼1

[ne

j2¼1
j2–j1

ðEij1 � Eij2 Þ

0
BB@

1
CCA: ð7Þ

Step 3: Concept generation: generate a design concept si by
resolving a group of chosen conflicts through a synthesis operator
Ks

i . The generated concept becomes a part of the new product envi-
ronment for the succeeding design.

9cik � Ci; Ks
i : cik ! si; �Eiþ1 ¼ �ðEi [ siÞ: ð8Þ

The design process above continues with new environment
analysis until no more undesired conflicts exist, i.e., Ci = U.

2.3. Routes to alternative design solutions

It can be derived from the design governing equation (5) that
the following three routes may lead to significantly different

design solutions by changing the conditions in design require-
ments [41], which is necessary for the innovative and creative
design:

(1) Formulating the design problem differently;
(2) Extending synthesis knowledge; and
(3) Changing the sequence of environment decomposition.

The three routes given above were first observed in studying the
design of finite element model [42]. The computer simulation pre-
sented later in this paper will be focused on how these three routes
influence the quality of final design solutions. Other properties of
conceptual design are not the concern of this paper and are dis-
cussed in [41]. The following subsections will briefly review these
three routes, which will be studied in more details in Section 4 of
this paper.

2.3.1. Different formulation of the design problem
The formulation of a design problem is included in the environ-

ment system �Ei [35]. The inclusion or exclusion of an environ-
ment component Eij will lead to a change of �Ei. In addition, in
formulating a design problem, designers may choose to group dif-
ferent environment components as one assembly. This will also
lead to a change of �Ei. This can be seen from different activities
between novice designers and expert designers. Since these two
types of designers have quite different experience, they usually ap-
ply different methods to formulate the problem. As a result, they
got different solutions. Even for the same designer, if he or she
changes a perspective, the problem will be formulated in a differ-
ent way and then the solution will be different. Consequently, the
object Ci may be changed. This changes the initial condition of the
design process, which could result in significant change of design
solutions.

2.3.2. Extension of synthesis knowledge
The extension of synthesis knowledge will change the relation

9cik � Ci; cik ! si. There are a few possibilities: first, more conflicts
can be chosen at the same time to generate a design concept si; and
secondly, the same design conflict cik may be resolved by different
design concept si. Both cases will update the environment system
�Ei + 1 differently. When design conflicts are identified by analyz-

state of design: E i

synthesis operator

evaluation operator

design solution

time: t

Ei 

Fig. 6. State space of design under synthesis and evaluation operators [18,19].

Fig. 7. Environment-Based Design: process flow [36].
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ing the relations between environment and product, designers will
use their knowledge and experience to generate some candidate
solution concepts. The number and quality of the design concepts
largely depend on designers’ knowledge and experience. That is
also a big difference between novice and expert designers. The gen-
erated concepts need to be evaluated to satisfy the specified prod-
uct requirements. Novice designers often lack the ability of
evaluating the generated concepts correctly, and hence finally fail
to generate a good design solution. When we compare designs
by a novice designer and an expert designer, we can see a big dif-
ference in the design solutions. The newly generated concepts are
considered as the environment components and analyzed by com-
bining other identified environment components for generating
other design concepts. This process is represented as
�Eiþ1 ¼ Ks

i ðK
e
i ð�EiÞÞ, where Ks

i and Ke
i are synthesis and evaluation

operators, respectively. We can see that some new and different
primitive products may be generated for a specified environment
part by extending knowledge. Therefore, extending knowledge
can help designers generate more candidate solution concepts,
and so increasing the probability of generating a good concept.
As a result, a new design problem is generated, which may lead
to new design solutions.

2.3.3. Sequence of environment decomposition
In environment-based design theory, after the design conflicts

Ci are identified, there exist many ways to choose the conflict to
be resolved, which is based on the decomposition of the environ-
ment. Generally, no two designers have exactly the same design
knowledge, so they will use different ways to decompose the envi-
ronment. Different sequences of environment decomposition may
give rise to different reformulation of the design problem when
designers apply their synthesis knowledge. As a result, the final
solutions may be different.

3. Computer simulation of design activities

Section 2 has shown the descriptive and mathematical models
for the computer simulation of design activities and phenomena,
as is required in Fig. 2. This section addresses the third step: devel-
opment of simulation model and its corresponding computer pro-
gram. The simulation model indeed leads to an automatic design
program, which is able to mimic the human designer’s behavior.

In order to simulate the real design process, the simulation
model firstly needs to use a design problem that displays the char-
acteristics implied in common design problems. Secondly, the sim-
ulation model must show the similar phenomena appearing in
common design processes. Thirdly, the chosen design problem
must be easily understandable for majority of readers of the re-
search results; therefore, not much domain knowledge should be
required. Fourthly, the design problem can be automatically solved
by a computerized model, which can be adjusted through various

parameters and factors. Finally, evaluation criteria must be avail-
able to evaluate different design solutions for the purpose of
comparison.

3.1. Design problem for simulation model

3.1.1. Problem description
In this present research, the problem of automatic 2-dimen-

sional quadrilateral finite element mesh generation is used for
the computer simulation of design problem [43]. This problem
aims to generate a quadrilateral finite element mesh for a single-
connected plane domain with even number of boundary segments.
This mesh needs to satisfy the following requirements: (1) each
element is a quadrilateral; (2) the inner corner of each element
should be between 45� and 145�; (3) the aspect ratio (the ratio
of opposite edges) and taper ratio (the ratio of neighboring edges)
of each quadrilateral should be within a predefined range; (4) the
transition from a dense mesh to a coarse mesh should be smooth;
(5) the structural analysis error resulted from the mesh should be
minimized. Indeed, the first four requirements are resulted from
satisfying the last one with the consideration of the limited com-
putation power. It should be noted that adaptive analysis of struc-
ture [44] or mesh optimization techniques [45] have to be
employed to satisfy the fifth requirement more accurately. There-
fore, the rest of this paper will take into account only the first four
requirements, which are illustrated in Fig. 8.

3.1.2. Quantification of design requirements
To facilitate the discussion in the rest of this paper, the design

requirements for mesh generation given in Section 3.1.1 are quan-
tified in this subsection.

3.1.2.1. Element quality criteria. Obviously, the best quadrilateral
element is a square. Assume that there are n quadrilateral ele-
ments in a finite element mesh. For each quadrilateral element i,
the area of the quadrilateral (si) can be compared with the area
of the corresponding square (si0) that has the same circumference
as that of the quadrilateral (si). The following defines the element
area ratio,

Re
i ¼

si

si0
: ð9Þ

It is easy to show that Re
i � 1. For the finite element mesh with n

elements, the mean value of all element area ratios is:

�Re ¼
Xn

i¼1

Re
i n= : ð10Þ

Upper and lower limits can be set around the mean value �Re to
determine how many element area ratios are within the lower and
upper limits. Since the element area ratio Re

i is not greater than
one, the upper limit for �Re can be taken as one. The lower limit

Fig. 8. Mesh generation requirements.
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can be set by taking 30% off from the mean value �Re. The percent-
age of the number of the element area ratios outside of the lower
limit can be used to evaluate the element quality for the entire do-
main. The element quality criterion for the entire domain is given
as

Re ¼ No: of element outliers
n

: ð11Þ

A big value of Re means more elements of poor quality whereas
a smaller value of Re means fewer elements out of the lower limit
for the element quality.

3.1.2.2. Transition quality criteria. Assume that si and sj represent
the areas of an element i and its neighboring element j, respec-
tively. To evaluate the transition from the coarse mesh to the dense
mesh, the areas of the neighboring elements can be compared, as
follows:

Rt
ij ¼

Si

Sj

� �k

; k ¼
Sj�Si

jSi�Sj j
Si–Sj

0 Si ¼ Sj

(
: ð12Þ

Obviously, Rt
ij � 1.

The transition ratio can be used to evaluate how close the two
neighboring elements are. Assume that there are m pairs of neigh-
boring elements in a generated mesh domain. Those neighboring
elements must not be repeated to avoid the recalculation. Then
the mean of the transition ratios in the domain is

�Rt ¼ 1
m

X
Rt

ij: ð13Þ

Similar to the index for element quality �Re, the lower limit for Rt

is given by taking 30% off from the mean of the transition ratios.
The transition quality criteria for the entire domain can be defined
as the percentage of the number of transition ratios outside the
lower limit in the number of the pairs of neighboring elements,
namely,

Rt ¼ No: of transition outliers
m

: ð14Þ

Therefore, the criterion of a mesh quality can be defined as the
sum of the element quality and the transition quality, as follows:

R ¼ Re þ Rt: ð15Þ

A small value of R shows a good mesh quality.

3.2. Appropriateness of mesh generation for simulation model

Obviously, mesh generation is a problem easily understandable
for researchers across disciplines. It can be automatically solved
through a computerized model. The criteria for evaluating its qual-
ity have been introduced and quantified in Section 3.1. This subsec-
tion will discuss other aspects of its appropriateness as a problem
for a simulation model of design.

There are many kinds of human intelligent activities, such as
forecast, diagnosis, learning, and design. There are also many dif-
ferent kinds of ways to distinguish those human activities. Based
on the observation that human intelligent activities are mainly
determined by the knowledge and the reasoning modes involved,
Zeng and Cheng argued that the logics behind the activities provide
demarcation between science, mathematics, and design [40]. By
studying the logics underlying human intelligent activities, they
proposed that recursive logic is the logic of design [40]. This logic
is further confirmed by Roozenburg [46]. Design governing equa-
tion shown in (5) put the recursive logic in the form of a dynamic
equation [18,35,41]. Environment-Based Design shows the process
for solving the design governing equation. This subsection will

analyze the mesh generation problem by going through the three
main steps in the Environment-Based Design. It should be noted
that the discussions below will not follow the order of the three
steps given in the Environment-Based Design. Instead, we will dis-
cuss environment analysis and concept generation first before we
move to conflict identification.

3.2.1. Environment analysis
From Environment-Based Design theory, a design problem is

implied in a product system and composed of three parts: the envi-
ronment in which the designed product is expected to work, the
requirements on product structure, and the requirements on per-
formances of the designed product [35]. Table 1 shows the struc-
ture of mesh generation problem.

Since structural requirements are resulted from the consider-
ation of performance requirements and available computational
resources for existing finite element analysis systems, the structure
of mesh generation problem shown in Table 1 can be further sim-
plified as that listed in Table 2.

At the beginning of the mesh generation, the environment sys-
tem includes two parts: the single-connected plane domain D0 and
the description ‘‘mesh” M. According to Eq. (1), this can be mathe-
matically defined as

�E0 ¼ �ðD0 [MÞ ¼ ð�D0Þ [ ð�MÞ [ ðD0 �MÞ [ ðM � D0Þ: ð16Þ

In (16), since no elements have been generated,
ðD0 �MÞ [ ðM � D0Þ means that the mesh should be in the domain
D0. (�M) includes two parts: mesh (M) and the relation from M to
itself (M � M), which are the requirements on the quality of ele-
ments and the mesh. At this stage, the only thing that can be well
defined is environment, which is the domain D0.

According to the axiomatic theory of design modeling [9], the
structure operation given in Eq. (1) provides a recursive definition
of a hierarchical system. The complete definition of any object
hangs on the primitive objects, which may change dependent on
the situations and human experience. In the context of geometric
modeling, the most basic components of a plane domain are
boundary vertices, denoted by vi, which define the domain D0 as:

�D0 ¼ �
[m
i¼1

vi

 !
¼

[m
i¼1

ð�viÞ
" #

[
[m
i¼1

[m
j¼1
j–1

ðvi � vjÞ

2
664

3
775; ð17Þ

Table 1
Structure of mesh generation problem.

Product Mesh

Environment E1: A single-connected plane domain with even number of
discretized boundary segments
E2: Existing finite element analysis systems
E3: Available computational resources

Performance
requirements

R-1: The structural analysis error resulted from the mesh
should be minimized

Structural
requirements

R-2: Each inner corner of a quadrilateral should be within a
predefined range
R-3: The aspect ratio and taper ratio of each quadrilateral
should be within a predefined range
R-4: The transition from the coarse mesh to the dense mesh
should be smooth

Table 2
Simplified structure of mesh generation problem.

Product Mesh

Environment A single-connected plane domain with even number of
discretized boundary segments

Structural
requirements

The smaller the quality index R is, the better quality the mesh
has

Y. Zeng, S. Yao / Advanced Engineering Informatics 23 (2009) 294–308 299
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where the structure of a vertex (�vi) is vi since it is the most prim-
itive entity in the context of geometric modeling. The relation be-
tween any two different vertices (vi � vj) could include the
distance between these two vertices or the line connecting them.

Alternatively, we can take each boundary segment or generated
element as a primitive object. If we take each boundary segment, ei,
as a primitive object, then we have

�D0 ¼ �
[m
i¼1

ei

 !
¼

[m
i¼1

ð�eiÞ
" #

[
[m
i¼1

[m
j¼1
j–1

ðei � ejÞ

2
664

3
775; ð18Þ

where the structure of an edge (�ei) can be defined by its two ver-
tices. The relation between any two different edges (ei � ej) could
include the angle between these two edges, ratio of their lengths,
and parallelism.

3.2.2. Concept generation
The final selection of primitive objects is determined by the

knowledge available or required to solve the design problem. This
subsection illustrates the relation of mesh to Environment-Based
Design (EBD) by using two methods: mapping element method
and element extraction method. Other methods such as quad-tree
and medial axis methods can be represented in the similar manner.

3.2.2.1. Mapping element method. The mapping element method,
also known as transfinite interpolation method, first divides a
plane domain into a few quadrilateral elements manually or auto-
matically [47]. Then a predefined mesh in a unit square is mapped
into each quadrilateral according to the transfinite interpolation
functions for its four edges. Fig. 9 shows an example of triangular
mesh generation using this method.

In this case, the primitives can be defined as mapping elements,
denoted by n, based on which the plane domain D0 can be repre-
sented as

�D0 ¼ �
[k
i¼1

ni

 !
¼

[k
i¼1

ð�niÞ
" #

[
[k
i¼1

[k
j¼1
j–1

ðni � njÞ

2
664

3
775: ð19Þ

The mapping rule, denoted by rm, can be formally described as
below:

rm : ni ! si; 8ni � D0; ð20Þ

where si is finite element mesh corresponding to the quadrilateral
ni. This rule corresponds to Eq. (8) for concept generation.

3.2.2.2. Element extraction method. Fig. 11 shows the process of an
element extraction method developed based also on the recursive
logic of design [43]. This element extraction method repeatedly
generates an element within the domain using some predefined
‘‘if–then” rules until the whole domain is filled with required ele-
ments. There are three basic rules to extract an element from the
domain shown in Fig. 10. The solid lines represent three basic
boundary features, which are, respectively, denoted by b1, b2, and
b3, and the dashed lines are the added lines to form an element
based on the boundary features. The rule #2 is the most commonly
used for dealing with the boundary features.

The boundary features shown in Fig. 10 can be formally repre-
sented as an object, denoted by Fb, as follows:

Fb ¼
[3
i¼1

bi: ð21Þ

Each boundary vertex can be related to one of these three
boundary features. In this context, the primitives for the plane do-
main D0 are vertices as is given in (17). By applying those three
rules, a finite element mesh can be generated as given in Fig. 11.
It can be seen from the figure that in each step, the generated finite
element mesh Si + 1 is a combination of the previous mesh Si and
the newly generated element si; the updated plane domain Di + 1

Fig. 9. Mapping element method: example [48].

Fig. 10. Three basic rules for element extraction.
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is resulted from removing the newly generated element si from the
previous plane domain Di. This process will continue until the en-
tire plane domain is filled with required elements.

The three rules and the mesh generation process shown above
can be formally described as below:

rj : vi ! si; Siþ1 ¼ Si [ si; Diþ1 ¼ Di=si; 8vi 2 Di9rj � R; ð22Þ

where rj is one of the element extraction rules R, given in Fig. 10; vi

is a part of domain boundary Di; si is the element generated around
vi; Si is the generated finite element mesh; symbols [ and / are
operations ‘‘union” and ‘‘difference”, respectively. This rule corre-
sponds to Eq. (8) for concept generation.

The mapping element method for mesh generation can be
viewed as simulating experienced designer’s problem-solving pro-
cess whereas the element extraction method can be taken as simu-
lating the novice designer’s design process. The rules (knowledge)
in mapping element method deal with more complex situations
than those in Fig. 10. Obviously, element extraction method can
be used to generate elements within a mapping element.

3.2.3. Conflict identification
For the simplicity of discussions, the rest of this paper will use

only element extraction method. According to Eq. (7), environment
conflicts are resulted from interaction between environment com-
ponents. During the entire mesh generation process, the conflict
between the complexity of boundary conditions and the demand
for accurate solutions would drive the progress of the mesh gener-
ation. At each step of the element extraction, an extra conflict lies
in the good quality of the generated element and the good quality
of the remaining plane domain for easy generation of the succeed-
ing elements. Fig. 12 shows three examples of environment con-
flicts corresponding to the three basic rules listed in Fig. 10,
respectively. More examples can be found in [43].

Fig. 12(a) shows that a good quality element N1N2N3N4 can be
generated around vertex N1; however, this element would be too
close to another vertex P on the boundary, which will make the suc-
ceeding mesh quality very poor. The same is true to the example in
Fig. 12(b). For the example in Fig. 12(c), N1N2N3N4 would be a good
element according to rule #3 defined in Fig. 10 if the remaining angle
h03 and h04 are not too small. Under certain situations, rule #2 has to be
applied. These conflicts can be identified by evaluating the quality of
the generated elements against the predefined requirements. They
can be resolved by either through some redesign rules or more ad-
vanced concept generation rules that can resolve these potential
conflicts in advance. This is again a difference between experienced
and novice designers.

It can be seen from the discussions above that mesh generation
embodies the basic nature of a generic design problem from prob-
lem formulation to the solution process. A mesh generation algo-
rithm can be viewed as a design agent whose responsibilities are
to formulate, identify, and resolve conflicts in the environment
and whose knowledge can be evolved like human designers. Some
of this design agent’s capabilities are given by human beings while
automatic evolution is also possible [49].

3.3. Computer simulation environment

The element extraction algorithm introduced in Section 3.2 was
re-implemented in the Visual C++ 2003. This system includes an
interface for the computer simulation of design activities, which
is shown in Fig. 13.

With this interface, we can generate different design solutions
by (1) simulating to formulate design problem differently, (2) sim-
ulating to apply different synthesis knowledge, and (3) simulating
different environment decomposition sequences. Section 4 will
show our experimental results by using this system.

Fig. 11. Quadrilateral mesh generation through element extraction.

Fig. 12. Conflicts between a generated element and the remaining environment: examples.
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4. Statistical analysis of design phenomena through computer
simulation

In this section, based on the simulation tool introduced in Sec-
tion 3, the statistical analysis of design activities will be conducted
to validate and refine the theoretical results obtained from Section
2. For the mesh generation problem, the product requirements are
the quality requirements for the generated mesh. In the simulation
model presented in this paper, the mesh elements are generated
one by one. Each element is generated based on the interaction be-
tween the previous generated elements and the environment. The
newly generated element is then evaluated for the generation of
the next element. This evolution process continues until the do-
main is filled with elements.

Fig. 14 shows the changes of the mesh quality with the increase
of the number of generated elements. At the beginning of the mesh
generation, the generated elements have relatively good quality
since the boundary feature is not complex. When more elements
are generated, the boundary feature becomes more complex and
the previously generated elements also affect the quality of the
succeeding elements. Thus the mesh quality becomes worse when
more elements are generated. This process of the mesh generation
corresponds to the general design process. In a design process, a
design concept at the beginning can be generated relatively easily
based on one product requirement. When more product require-
ments are considered, the design concept has to be changed,
merged or modified to accommodate other design concepts. The fi-
nal design solution is resulted from the interaction between eval-
uation and synthesis of the design concepts.

As was indicated in Section 2.1, the design governing equation
implies that a small change in the initial condition of the design
problem may give rise to huge differences in the final design solu-
tions, among which creative designs may exist. In Section 2.3, three

routes are introduced that could affect the initial conditions of a
design problem. In this section, we will use the developed mesh
generation program to examine quantitatively how the final solu-
tions may be affected by those three routes: formulating the design
problem differently, changing the sequence of decomposing the
design problem and extending synthesis knowledge.

4.1. Formulation of design problem

As is shown in Section 3.2, different mesh generation methods
are resulted from different formulation of the plane domain D0,
based on different primitive objects. This paper is focused only
on the element extraction method, so the formulation of the design
problem lies on the initial conditions defining the plane domain D0,
which is characterized by its vertices and boundary segments. The
boundary segments are further defined by the element base length,
the density requirement on the segments around each vertex, and
the vertex to start the mesh generation. In the program of mesh
generation system, the default values for base length, density and
starting vertex are 0.5, 1, and vertex 1, respectively. If the base
length is smaller than 1, there are more points on the initial bound-
ary and the boundary segments are smaller. If the density is greater
than 1 at a specified vertex, there are more boundary points around
the vertex and accordingly the mesh around the vertex is denser.
The first element is generated around the starting vertex. Any
change in the base length, the density at each vertex, and the start-
ing vertex could affect the final mesh.

To study different formulation of the mesh generation design
problem, we take the base length, the density at each vertex and
the starting vertex as three independent variables to study the ef-
fect on the final mesh. We assume that the three variables have no
interaction. The final mesh quality is the dependent variable on the
three independent variables. We consider four levels of changes of

Fig. 13. The interface of the mesh generation system.
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the three independent variables. The base length changes between
0.3, 0.4, 0.5 and 0.6; the density changes from 0.8, 1, 1.2 and 1.4;
and the starting vertex changes from the first index to the fourth
index. The index number is the sequence of the vertices when
forming the initial boundary. In this paper, 10 randomly generated
quadrilateral domains are used for mesh generation. For each
quadrilateral domain, to consider the combination of the effects
of the three variables, we applied the orthogonal array to formulate
different initial conditions for the domain. The orthogonal array is
a method normally required in a full factorial experimental design.
For q independent parameters to be identified with p levels, the
number of samples required in the orthogonal array is
q � ðp� 1Þ þ 1 and the orthogonal array is Lðqðp�1Þþ1ÞðpqÞ. This num-
ber is apparently smaller than the complete sample number of pq,
so the method of orthogonal array helps to reduce the number of
samples significantly. For 3 variables with 4 levels, the orthogonal
array, L10(43) and an additional 6 samples are adopted to generate
16 samples for each quadrilateral domain as shown in Table 3.

Then these samples with different initial conditions are used to
generate mesh and the generated mesh is evaluated by using the
criteria introduced in Section 3.1.2. We take the mesh quality value
of the sample 1 as the standard one. Then we calculate the percent-
age of the deviations of the mesh qualities of the 16 samples from
the standard one based on the following equation.

Percentage of deviations

¼ jmesh quality of sample i�mesh quality of sample 1 j
mesh quality of sample 1

	100%:

Fig. 14. Changes of mesh quality during mesh generation.

Table 3
The sixteen samples for different problem formulation.

Sample Base length Density at vertex 1 Starting vertex

1 0.3 0.8 1
2 0.3 1.0 2
3 0.3 1.2 3
4 0.3 1.4 4
5 0.4 0.8 2
6 0.4 1.0 1
7 0.4 1.2 4
8 0.4 1.4 3
9 0.5 0.8 3

10 0.5 1.0 4
11 0.5 1.2 1
12 0.5 1.4 2
13 0.6 0.8 4
14 0.6 1.0 3
15 0.6 1.2 2
16 0.6 1.4 1

Table 4
Three way of ANOVA table.
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The three-way of variance was performed with the base length
(four levels), density at vertex 1 (four levels) and starting vertex
(four levels) as the independent variables and the percentage of
deviations of mesh quality as the dependent variable. The level
of significance is chosen at 0.05 as a matter of convention. As
shown in Table 4, the ANOVA results show the base length
(F = 1.37 > p = 0.2555), density (F = 1.31 > p = 0.2745), and the
starting vertex (F = 1.28 > p = 0.2826) have significant effects on
the quality of the generated mesh. Fig. 15 is the percentage devia-
tions of the mesh quality for three different domains. There are 16
different ways of formulating the initial conditions. We can see
that different initial conditions for generating mesh for the three
domains make the final mesh quality different. That means small
changes of formulating the design problem may lead to various
changes on the results of the design solution. It can be implied that
formulating the design problem differently may increase the
chance of generating creative design solutions.

4.2. Sequence of decomposition of design problem

The decomposition of the mesh generation problem is to
decompose the current boundary for generating an element
around a reference point from the boundary. A reference point
is where we start to decompose the boundary and extract an
element, but not every point on the existing boundary can be
taken as a reference point. In our study, if the angle at a bound-
ary point is between 45� and 135�, it may be taken as a refer-
ence point. Once a new element is generated, the next
reference point needs to be selected. The sequence of decompo-
sition of design problem in the example of mesh generation is to
find a way to identify a reference point. Various criteria can be
used to identify the next reference point. Fig. 16 shows two
examples.

The method in Fig. 16(a) always chooses the first valid refer-
ence point next to the current one from the updated boundary.

Fig. 15. Deviations of mesh quality for three domains.

Fig. 16. Finding reference point: (a) newer boundary first; (b) older boundary first.
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In another method, the updated boundary will not be processed
until all the valid reference points in the previous boundary have
been processed. This is shown in Fig. 16(b). In Fig. 16(b), the first
four elements are generated from the previous boundary and ele-
ment five is generated in the new boundary since no more points
meet the requirements of a reference point on the previous
boundary. If no reference point has been found, then a quadrilat-
eral element will be extracted around the shortest boundary seg-
ment. A third method is to randomly choose a valid reference
point from the updated boundary for generating an element.
Using the three different methods to find reference points to
decompose the same domain, different meshes can be generated
as shown in Fig. 17.

We used the three different ways of decomposing the mesh
boundary on 10 randomly generated domains based on the same

initial conditions. One way ANOVA is used to evaluate the effect
of the three different decomposition methods on the final gener-
ated mesh quality. The ANOVA results, as in Table 5, show that
the effect is significant (F = 4.93 > p = 0.015). Fig. 18 shows the
comparisons of the mesh qualities of 10 different mesh domains
using three decomposition methods. We can see that method (a)
can generate better mesh quality than methods (b) and (c). This
is because method (a) takes into account more boundary informa-
tion by choosing all possible reference points from the original
boundary and updates the original boundary with all newly gener-
ated elements. However, with method (b), the local boundary will
become bad with the appearance of a bad element and continues
to generate bad elements; and method (c) is to randomly choose
a reference point on the boundary and it cannot guarantee to gen-
erate good elements. In the mesh generation problem, method (a)

Fig. 17. Three different ways of decomposition of mesh generation problem.

Table 5
One way of ANOVA table.

Fig. 18. Comparisons of mesh qualities using three decompositions methods.
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Fig. 19. Comparisons of mesh results using different rules.

Fig. 20. Comparisons of bad elements using different rules.

Fig. 21. Number of generated elements using different rules for 10 domains.
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can be a good way for generating high quality mesh. Therefore,
changing the sequence of decomposition of design problem may
lead to different design solutions.

4.3. Synthesis knowledge

Zeng and Cheng [43] developed five ‘‘if–then” rules to resolve
the conflicts appearing in the mesh generation process through
an interactive trial-and-error process based on the three basic ele-
ment extraction rules. These five rules represent synthesis knowl-
edge for generating an element. For the five heuristic rules, each
rule is developed based on the special features of the boundary,
so the mesh can be generated better with combining more heuris-
tic rules. Fig. 19 shows an example using different rules to generate
mesh elements. In Fig. 19(a), around the boundary points, 1, 2, 3, 4,
(b) gives the result of a bad element using three rules, but (c)
shows a good element using five rules. With the appearance of
the bad element, the succeeding elements cannot be generated
well.

The five rules used in the mesh generation design problem are
different and each can represent different designers with different
synthesis knowledge. Among these rules, rule 5 is an essential rule
to generate an element. So we take one rule (rule 5), three rules
(rule 3, rule 4 and rule 5), and five rules to generate mesh elements
on the same domain, respectively. We selected 10 domains with
complex boundary features and applied one rule, three rules and
fives rules on the 10 domains for mesh generation. We found out
more good elements can be generated when increasing the number
of the rules. If the bad elements are generated using fewer rules,
the succeeding mesh elements cannot be completed well. Fig. 20
shows the generated elements using one rule, three rules and five
rules, respectively.

Then we count the number of the elements generated before
the appearance of a bad element using one rule, three rules and
five rules on the 10 different domains, which can be shown in
Fig. 21. We can see that with more number of rules used in mesh
generation, more good elements can be generated. Therefore,
extending the synthesis knowledge can increase the chance of get-
ting good design solutions.

5. Conclusion

In this paper, a new experimental approach – computer simula-
tion – is developed for understanding design activities. Following
the generic framework of computer simulation, this paper intro-
duces the following three main components in simulating design
activities: mathematical model, simulation model, and statistical
analysis.

The mathematical model is based on the design governing
equation derived from the recursive logic of design and axiomatic
theory of design modeling. Environment-Based Design (EBD) is
introduced as the approach to solving the design governing equa-
tion. It can be followed from the mathematical model of design
activities that three routes may lead to new design solutions: (1)
formulating the design problem differently at the beginning of a
design process may get quite different solutions, in which creative
design could emerge; (2) extending designer’s knowledge and
experience can help generate more candidate solutions, and in-
crease the probability of generating a good concept; (3) changing
the sequence of design problem decomposition may change prod-
uct requirements, and thus change the generated design concepts.

In order to develop the computer simulation model, finite ele-
ment mesh design is used as a design example. It is shown that
mesh generation satisfies basic requirements for developing a
model for simulating design activities. Two different kinds of mesh

generation algorithms (mapping element method and element
extraction method) are used to demonstrate that mesh generation
resembles generic design in problem formulation and problem-
solving process. The algorithm can be viewed as a design agent
whose responsibilities are to formulate, identify, and resolve con-
flicts in the environment and whose knowledge can be evolved like
human designers.

By using the simulation environment founded on the mathe-
matical model of design, statistical analysis is conducted to vali-
date quantitatively the three routes to new design solutions.
Approaches from experimental design are used to quantify how
the final mesh quality may be affected by the factors related to
those three routes. The experiment results show that changes in
problem formulation, problem decomposition, and synthesis rules
can significantly change the final design solutions. Increasing the
possibilities of generating new design solutions may increase the
chance of getting creative design solutions.

The computer simulation approach proposed in this paper pro-
vides a new dimension for studying design activities. Our future
work includes the integration of machine learning strategies into
the system to investigate more systematically how new synthesis
knowledge may play a role in new product design. A generic design
system based on Environment-Based Design (EBD) is under devel-
opment, which will provide an environment to experiment with
more design problems. Comparisons with our on-going research
in cognitive studies in design will also be conducted.
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