Queueing Properties of Feedback Flow Control Systems

Dongyu Qiu and Ness Shroff
School of Electrical and Computer Engineering
Purdue University
West Lafayette, IN 47907, U.S.A.
E-mail:{dongyu, shroff}@ecn.purdue.edu

Abstract

In this paper, we consider a network with both controllable and uncontrollable flows. Uncontrollable flows are typically generated from those applications with stringent QoS requirements and are given a high priority. On the other hand, controllable flows are typically generated by elastic applications and can adapt to the available link capacities in the network. We provide a general model of such a system and analyze its queueing behavior. Specially, we obtain a lower bound and an asymptotic upper bound for the tail of the workload distribution at each link in the network. These queueing results provide us with guides on how to design a feedback flow control system. Simulation results show that the lower bound and asymptotic upper bound are in fact quite accurate and that our feedback control method can effectively control the queue length in the presence of both controllable and uncontrollable traffic.

1 Introduction

In communication networks, we can classify flows as controllable and uncontrollable flows. The controllable flows can adjust their data rates according to the feedback information from the network. Typical examples of controllable flows are TCP flows in the Internet and ABR flows in an ATM network. On the other hand, the data rate of an uncontrollable flow is determined by the application and cannot typically be adapted to the network congestion status (this is typical of flows with stringent QoS requirements). Because of the potential for networks to carry applications with diverse features, we expect to see both controllable and uncontrollable flows in future networks. Even in a network with only TCP-flows, some flows are so short-lived that they leave the network before being able to adequately respond to any feedback. For example, measurements of the Internet traffic show that a major fraction of TCP flows are short-lived flows (mainly because of the popularity of http protocol) or mice. Since these flows do not respond well to feedback information, they can also be viewed as being uncontrollable.

Uncontrollable flows are typically generated from applications with QoS requirements. Hence, when there are only uncontrollable flows in the networks, queueing analysis is especially important because QoS requirements such as loss probability, queueing delay, and jitter are directly related to the queue length distribution. On the other hand, when
there are only controllable flows in the network, most research has focused on how to distribute the link capacities (via flow control) among the different flows such that some fairness criteria are satisfied or the total network performance is maximized [1, 2, 3, 4]. All of these works assume that the available link capacity of each link is fixed (not time-varying). Under this assumption, in these works, distributed and iterative algorithms are given and it is proved that under suitable conditions, the rate allocation vector (rate of each flow) converges to an optimal point (or an allocation that satisfies the given fairness criterion). Since the data rate of each flow will eventually converge, the aggregate input rate to a given link will also converge to a constant. This constant is either less than the link capacity (non-bottleneck) or equal to the link capacity (bottleneck). So the queue length associated with each link is either zero or a finite constant. Queueing is not an important issue in this case because all the traffic is assumed to be controllable. When both types of flows are present, uncontrollable flows, because of their QoS requirements, are generally given a higher priority over controllable flows. While this ensures that the QoS of uncontrollable flows is not affected by controllable flows, it also means that controllable flows can only utilize the residual link capacity (time-varying). In this case, the objective of flow control is mainly high link utilization, low loss probability, and fairness [5, 6, 7, 8]. Most previous works in this area have focused on a single bottleneck link and it is not easy to extend the single bottleneck link results to a network with multiple bottleneck links. Further, those works are mainly on the flow control algorithm and do not give us much insight on the queueing behavior of the controlled queue. In this paper, we will first provide a general model of a feedback flow control system with both types of flows. We then analyze the queueing behavior of such a system. Our main results can be applied to both single-link and multi-link cases. We believe that the queueing analysis of such a system is important because it can guide us on how to design the feedback control system. We will then briefly discuss how our control strategy can be used within the confines of AQM (Active Queue Management) and provide some numerical results.
2 Analysis of Feedback Flow Control Systems

In this section, we analyze the queueing behavior of a feedback flow control system with both uncontrollable and controllable flows. We consider a network with $L$ bottleneck links and $S$ controllable flows. The set of bottleneck links is $\{1, \cdots, L\}$ and the set of controllable flows is $\{1, \cdots, S\}$. Any given bottleneck link $l$ in the network has associated with it a queue denoted by $q_l$ (Fig 1). For analysis, we consider an infinite buffer discrete-time fluid queueing model. Let $a_l(n)$ be the aggregate input rate of controllable flows and $v_l(n)$ be the aggregate input rate of uncontrollable flows at time $n$. Further, let $q_l(n)$ be the workload at time $n$, $C_l$ be the link capacity, and $\rho_l \leq 1$ be the target link utilization. We now introduce our general flow control model. (in Section 3.1, we will see how this model can be significantly simplified under certain conditions). In our model, we assume that uncontrollable flows always have priority over controllable flows, but at any time $n$, the amount of uncontrollable traffic that leaves the queue $q_l$ cannot exceed $\rho_l C_l$. This assumption, while not necessary for the later development of our results, ensures that at least a minimum amount of capacity available for the controllable flows. We now define two queueing system $q^u_l$ and $q^c_l$ whose workloads $q^u_l(n)$ and $q^c_l(n)$ correspond to the workload caused by uncontrollable flows and controllable flows respectively. The sum of $q^u_l(n)$ and $q^c_l(n)$ equals $q_l(n)$ at all time $n$. $q^u_l$ is defined as the queueing system with only $v_l(n)$ as the input and $\rho_l C_l$ as the link capacity. We then have

$$q^u_l(n) = [q^u_l(n-1) + v_l(n) - \rho_l C_l]^+, \tag{1}$$

where $[x]^+ = x$ if $x \geq 0$ and 0 otherwise. Here, $q^u_l(n)$ is the workload caused by the uncontrollable flows and thus we cannot control it in any way. Let,

$$C_l(n) = [\rho_l C_l - v_l(n) - q^u_l(n-1)]^+.$$ 

Then, $C_l(n)$ is the residual link capacity in $q^u_l$. Therefore, $C_l(n) + (1-\rho_l)C_l$ is the available link capacity for controllable flows at time $n$. Note, however, that the controllable flows will only utilize a fraction of the available link capacity to ensure that the total link utilization is $\rho_l$. Ideally, we want $a_l(n) = C_l(n)$ for all time $n$. But this is impossible to achieve in practice because of network delays, estimation errors, etc. Hence, the best we can do is to control $a_l(n)$ such that it can track the changes in $C_l(n)$. We define $q^c_l$ as the queueing system with $a_l(n)$ as input and $C_l(n) + (1-\rho_l)C_l$ as the link capacity. Then $q^c_l(n)$ is the workload caused by the controllable flows and is the one we will focus on. The total workload $q_l(n)$ will then be $q_l(n) = q^u_l(n) + q^c_l(n)$. The idea behind separating $q_l(n)$ into these components is that since we cannot control $q^u_l(n)$, if we minimize $q^c_l(n)$, we will also minimize $q_l(n)$.

We characterize $v_l(n)$, the aggregate input rate of uncontrollable flows to link $l$, by a stationary stochastic process. Then $C_l(n)$ is a time-varying (but stationary) process and will be used to control the data rates of the controllable flows. Let $C(n) = [C_1(n), \cdots, C_L(n)]^T$ and $a(n) = [a_1(n), \cdots, a_L(n)]^T$. We assume that the feedback control system is linear (i.e., $a(n)$ is a linear transformation of $C(n)$) or can be approximately modeled as a linear system (an example will be discussed in Section 3.3). A linear feedback control has been found to give good results when we have video traffic as uncontrollable traffic [7, 9], and we find that it gives good results for other types of traffic as well [8]. Note that we only assume that the feedback control is linear. All queueing systems considered here are non-linear. Let $C(z)$ and $a(z)$ be the Z-transforms of $C(n)$
and \(a(n)\) respectively. We have

\[ a(z) = H(z)C(z), \]

where \(H(z)\) is an \(L \times L\) matrix and represents a causal, stable, linear, time-invariant system [10]. For example, if there is only one controllable flow and one link in the network and the round trip delay for the flow is 5, we may have \(a(n) = C(n - 5)\) and \(H(z) = z^{-5}\). Next, we will see how to design \(H(z)\) to achieve desirable properties for the controlled queueing system \(q_c^l\). Because of page limitations, we omit all proofs in this paper. Interested readers are referred to our technical report [11].

**Proposition 1** If \(H(1) = I\) and \(\bar{v}_l < \rho_lC_l\) for all \(l\), then \(\bar{a}_l + \bar{v}_l = \rho_lC_l\) for all \(l\), where \(\bar{v}_l = \mathbb{E}\{v_l(n)\}\) and \(\bar{a}_l = \mathbb{E}\{a_l(n)\}\).

Proposition 1 tells us that under the condition \(H(1) = I\), the actual link utilization of link \(l\) is fixed at \(\rho_l\), our target utilization. We next focus on the behavior of the workload for a given utilization.

**Proposition 2** If \(H(1) = I\), there exists a constant \(C_q\) such that \(q_c^l(n) \leq C_q\) for all \(n\) and all \(l\).

Proposition 2 tells us that \(q_c^l(n)\) can be bounded by a constant (independent of \(n\)) when \(H(z)\) is chosen appropriately. However this may not be sufficient because the value of this constant could be loose. We are more interested in the details of the distribution of the workload \(\mathbb{P}\{q_c^l(n) > x\}\). Since \(C(n)\) is stationary and \(a(n)\) is a linear transformation of \(C(n)\), \(a(n)\) is also stationary. The steady state workload distribution of \(q_c^l\) will be given by [12] [13]

\[
\mathbb{P}\{Q_i^c > x\} = \mathbb{P}\left\{\sup_{n \geq 0} X_{l,n} > x\right\}, \tag{2}
\]

where \(X_{l,n} = \sum_{j=-n+1}^{0}(a_l(j) - C_l(j) - (1 - \rho_l)C_l)\).

From Eq. (2), it follows that the stochastic properties of \(X_{l,n}\) will directly affect the workload distribution. If \(H(1) = I\), \(\mathbb{E}\{a_l(j)\} = \mathbb{E}\{C_l(j)\}\). From the definition of \(X_{l,n}\), we know that, \(\mathbb{E}X_{l,n} = -(1 - \rho_l)C_l n = -k_l n\), where \(k_l = (1 - \rho_l)C_l\) (note that \(X_{l,n}\) is the sum of the aggregate input rates minus the sum of the available link capacities from time \(-n\) to 0 at link \(l\)). In [14], it has been shown that when \(k_l\) is fixed, \(\text{Var}X_{l,n}\) plays an important role in the queue distribution. In general, when \(n\) go to infinity, \(\text{Var}X_{l,n}\) will also go to infinity. For example, if the input process to link \(l\) is a long range dependent process with Hurst parameter \(H \in [1/2, 1)\) and the link capacity is not time-varying, we have \(\text{Var}X_{l,n} \sim Sn^{-2H}\), when \(n \rightarrow \infty\), where \(S\) is a constant. But in a controlled queueing system, we can show that \(\text{Var}X_{l,n}\) can be bounded as is given by the next lemma.

**Lemma 1** If \(H(1) = I\) and \(\text{Var}\{C_l(n)\}\) is finite for all \(l\), then for each link \(l\), there exists a constant \(D_l\) such that \(\text{Var}X_{l,n} \leq D_l\) for all \(n\).

Note that in practice, since \(0 \leq C_l(n) \leq C_l\), \(\text{Var}\{C_l(n)\}\) will always be finite. But in Lemma 1, we only require \(\text{Var}\{C_l(n)\}\) to be finite and do not require \(C_l(n)\) to be bounded. This will be useful when we model \(C(n)\) by a Gaussian process (as described next). We will also see how the fact that the \(\text{Var}X_{l,n}\) can be bounded will affect the workload distribution. For the purpose of analysis, we assume that \(C(n)\) is a joint
A Gaussian process is a good model for the aggregate traffic in a high-speed network. Although the traffic from each individual application may not be accurately characterized by a Gaussian process, the aggregate traffic from many different applications is modeled quite effectively by a Gaussian process. Note that in Fig. 1, $C_l(n)$ is the residual link capacity in $q_l^u$ and hence it is approximately $\rho C_l - v_l(n)$ (it is exactly $\rho C_l - v_l(n)$, if $v_l(n) < \rho C_l$ for all $n$). Since $v_l(n)$ is the aggregate input rate of uncontrollable flows, it can be well modeled by a Gaussian process and hence $C_l(n)$ can also be modeled by a Gaussian process (we will also justify this approximation numerically in Section 4). Now, if $C(n)$ is Gaussian, $X_{l,n}$ will also be Gaussian. When $H(1) = I$, we know that $\mathbb{E} X_{l,n} = -(1 - \rho_l) C_l n = -k_l n$ and $\text{Var}X_{l,n}$ is bounded. Let $V_{l,n} = \text{Var}X_{l,n}$. We have,

$$\mathbb{P}\{Q_l^c > x\} = \mathbb{P}\left\{\sup_{n \geq 0} X_{l,n} > x\right\} \geq \sup_{n \geq 0} \mathbb{P}\{X_{l,n} > x\} = \sup_{n \geq 0} \Psi\left(\frac{x + k_l n}{\sqrt{V_{l,n}}}\right),$$

where $\Psi(x)$ is the tail of the standard Gaussian distribution, i.e., $\Psi(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} e^{-\frac{z^2}{2}} dz$.

Let $n_{t,x} = \arg\min_{n} \frac{x + k_l n}{\sqrt{V_{l,n}}}$. Then $n_{t,x}$ is the time where $\mathbb{P}\{X_{l,n} > x\}$ attains its maximum value, i.e., $n_{t,x}$ is the dominant time scale. Let $\sigma_{t,x}^2 = \frac{x V_{n_{t,x}}}{(x + k_l n_{t,x})^2}$. It has been shown in [14] that the tail of the workload distribution can be well approximated by $e^{-\frac{x^2}{2\sigma_{t,x}^2}}$ if $V_{l,n} \sim Sn^\beta$ when $n$ is large, where $\beta \in [1, 2)$ and $S$ is a constant. In our case, however, $V_{l,n}$ can be bounded as shown in Lemma 1. Hence, we would like to determine the behavior of $\mathbb{P}\{Q_l^c > x\}$ when $V_{l,n}$ is bounded. This behavior is described by Theorem 1 stated below.

**Theorem 1** If $D_l = \sup_{n \geq 0} V_{l,n}$ is finite for link $l$, then,

$$-1 \leq \liminf_{x \to \infty} \frac{1}{\log x} \left(\log \mathbb{P}\{Q_l^c > x\} + \frac{x}{2\sigma_{t,x}^2}\right) \leq \limsup_{x \to \infty} \frac{1}{\log x} \left(\log \mathbb{P}\{Q_l^c > x\} + \frac{x}{2\sigma_{t,x}^2}\right) \leq 0$$

**Corollary 1** If $D_l = \sup_{n \geq 0} V_{l,n}$ is finite for link $l$, then when $x$ is large,

$$\mathbb{P}\{Q_l^c > x\} \leq e^{-\frac{x^2}{2\sigma_{t,x}^2}}.$$ 

Theorem 1 tell us that when $V_{l,n}$ is bounded, $e^{-\frac{x^2}{2\sigma_{t,x}^2}}$ is a good approximation to the tail probability $\mathbb{P}\{Q_l^c > x\}$ (note that although the theorem requires $x$ to be large, our simulations show that the bounds of $\mathbb{P}\{Q_l^c > x\}$ are quite accurate even when $x$ is small). From Corollary 1, we know that when $x$ is large, the tail probability of $q_l^c$ will decrease on the order of $e^{-\frac{x^2}{2\sigma_{t,x}^2}}$. Note that in [14], $V_{l,n} \sim Sn^\beta$ for $\beta \in [1, 2)$, when $x$ is large, the tail probability will decrease only on the order of $e^{-bx^{2-\beta}}$, where $b$ is a constant. This tell us that when $\text{Var}X_{l,n}$ is bounded, the tail probability of $q_l^c$ will asymptotically decrease much faster than when $\text{Var}X_{l,n}$ is not bounded. Hence, it is important to choose the design parameters correctly (e.g., set $H(1) = I$). From the theorem, it also follows that an effective way to control the workload is to bound $\text{Var}X_{l,n}$ and minimize the upper bound $D_l$. 


3 Discussion

3.1 Simplified Flow Control Model

The flow control model (Fig. 1) that we have described in Section 2 can be significantly simplified if $v_l(n) \leq \rho_l C_l$ for all $n$. Under this condition, $q_l^n$ will always be empty and $C_l(n) = \rho_l C_l - v_l(n)$. The available link capacity for controllable flows will be $C_l - v_l(n)$. This simplified model has been widely used [5, 6, 7]. However we should keep in mind the requirement $v_l(n) \leq \rho_l C_l$ for all $n$, otherwise, the available link capacity calculated by $C_l - v_l(n)$ may be negative. An interesting property of this simplified model is that the workload $q_l(n)$ will be the same regardless of whether the uncontrollable flows are given high priority or not. If the uncontrollable flows are given a high priority, $q_l(n)$ will always be empty and $q_l(n) = q_c^l(n)$. Since the input rate to $q_c^l$ is $a_l(n)$ and the available link capacity is $C_l - v_l(n)$, we will have

$$q_l(n) = [q_l(n-1) + a_l(n) + v_l(n) - C_l]^+.$$  \hspace{1cm} (3)

If the uncontrollable flows are not given high priority, the input rate to $q_l$ will be $a_l(n) + v_l(n)$ and the link capacity will be $C_l$. The workload $q_l(n)$ will take the exact same form as in Eq. (3). So, the workload will not change whether the uncontrollable flows are given high priority or not. This property makes the simplified model suitable for a TCP network where the only uncontrollable flows are short-lived TCP flows. Internet traffic measurement shows that although a major fraction of TCP flows are short-lived, the total bandwidth utilized by those short-lived TCP flows is in fact quite small compared to the total link capacity. Hence, it is reasonable to assume that $v_l(n) < \rho_l C_l$ and to use the simplified model. In a real TCP network, short-lived TCP flows will have the same priority as other TCP flows. But our analytical results will still be true because, as we have shown, that the workload will not be affected by whether the short-lived TCP flows are given high priority or not. Although our analysis does not require this simplification, this model appears reasonable and useful in the context of TCP traffic control.

3.2 Non-Gaussian Process

Theorem 1 is based on a Gaussian assumption on the available capacity. However, our method to control the workload (i.e., bound $\text{Var}X_{l,n}$ and minimize the upper bound $D_l$) is general and we expect it to perform well even when $C(n)$ is not Gaussian. The not-so-rigorous explanation is as follows. From Eq. (2), we know that

$$\mathbb{P}\{Q_i^t > x\} = \mathbb{P}\left\{\sup_{n \geq 0} X_{l,n} > x\right\}.$$  

Let $n_{l,x}$ be the time at which $\mathbb{P}\{X_{n} > x\}$ attain its maximum value. Then it is well known that a good lower bound approximation to $\mathbb{P}\{Q_i^t > x\}$ is $\mathbb{P}\{X_{n_{l,x}} > x\}$. Since $\mathbb{E}X_{n_{l,x}} = -k_l n_{l,x}$ where $k_l$ is fixed once the link utilization is fixed, we expect that if we can make the variance of $X_{n_{l,x}}$ smaller, $\mathbb{P}\{X_{n_{l,x}} > x\}$ and hence $\mathbb{P}\{Q_i^t > x\}$ will also be smaller. Since we know that $\text{Var}X_{l,n}$ can be bounded, if we can minimize the upper bound $D_l$, we should be able to effectively control the workload.

3.3 AQM Implementation Strategy

An example of a linearized feedback flow control system is studied in [15]. In [15], there are no uncontrollable flows and the available link capacity for controllable flows is fixed.
The feedback flow control algorithm used in [15] is the so-called optimization flow control algorithm [2]. It has been shown in [2] that, under the condition that the available link capacity of each link is fixed, the data rate allocation vector will eventually converge to an optimal point. A linear model is used in [15] to study the stability at the optimal equilibrium point. Similarly, in our system, if the available link capacity for controllable flows does not change significantly, the linear model should be a good approximation to the real system (we will verify this in the simulations). Note that in [15], only bottleneck links are considered and all data rates and link capacities are the actual value minus the equilibrium value. For example, $a_l(n)$ in the linear model is in fact the $a_l(n) - \bar{a}_l$ in the real system, where $\bar{a}_l$ is the equilibrium value of the aggregate input rate of controllable flows to link $l$. We will use the same notations here. But in our system, since the available link capacity for controllable flows is time-varying, the data rate allocation vector may never converge and there may be no equilibrium value. Hence, we will use the mean value instead of the equilibrium value. For example, $\bar{a}_l$ will now be the mean value of $a_l(n)$. Remember that when we map back to the real system, we need to add the mean value back. Note that our main result (Theorem 1) will still hold because the workload distribution is determined by $\text{Var}X_{l,n}$ and the variance of a random variable does not change when a constant is added to the random variable.

In our simulations (Section 4), we will use the similar feedback flow control system as in [15] (note that, however, our method to control workload can be applied to any linear or linearized feedback flow control system). The only difference is that in [15], there are no uncontrollable flows and the available link capacity $C_l$ is fixed. But in our system, the available link capacity for controllable flows is time-varying. Hence, we replace $C_l$ with $C_l(n)$ when we calculate the feedback information (price) $p_l(n)$ at link $l$.

$$p_l(n) = p_l(n - 1) + m_l(a_l(n) - C_l(n)),$$

(4)

where $m_l > 0$ is a parameter (step size) used in the link algorithm at link $l$ and hence, also a parameter in the linear system $H(z)$. Our goal is to effectively control the workload caused by the controllable flows. $H(z)$ is the feedback control system that we need to design. Of course, $H(z)$ cannot take an arbitrary form (because of delays, etc). In this example, we will tune $m_l$ to modify $H(z)$. In [15], $m_l$ corresponds to important AQM parameters. If $m_l$ is not correctly chosen, the feedback control system may not be stable. Some guidelines are given in [15] on how to choose $m_l$ to make the system stable. However when there are uncontrollable flows, even if the feedback control system is stable, a poor choice of $m_l$ may cause a large workload. Hence, the value of $m_l$ should be carefully chosen such that not only is the system stable, but also the workload is effectively controlled. The value of $m_l$ can be chosen in both a centralized and a distributed way. Because of page limitations, we will not discuss how to choose $m_l$ here. The simulation results will be shown in Section 4. Note that the algorithm to choose $m_l$ (or choose $H(z)$) is not the flow control algorithm (in our example, the flow control algorithm is the optimization flow control algorithm [2]). It is the algorithm to find a good set of parameters for the flow control algorithm. Hence, this algorithm can run over a much larger (slower) time-scale than the flow control mechanism.
From Theorem 1, we can see that when $x$ is large, we have $\Psi(\sqrt{x/\sigma^2_i,x}) \leq \mathbb{P}\{Q_i^c > x\} \leq e^{-\frac{x}{2\sigma_i^2,x}}$. We call $\Psi(\sqrt{x/\sigma^2_i,x})$ the lower bound of $\mathbb{P}\{Q_i^c > x\}$ and $e^{-\frac{x}{2\sigma_i^2,x}}$ the MVA upper bound (following the abbreviation used in [14]). In our simulations, we consider a network with three links (as shown in Fig. 2). The link capacities of links 0, 1, 2 are 500, 200, and 400, respectively. The propagation delays of the three links are 1, 2, and 3, respectively. There is no uncontrollable traffic on link 0. The aggregate input traffic of uncontrollable flows to link 1 is a Gaussian process with mean 100. The uncontrollable flows to link 2 correspond to 3000 voice flows and the mean rate of aggregate traffic is 341. There are three controllable flows. Flow 0 uses all links. Flow 1 uses only link 1. Flow 2 uses only link 2. It is easy to see that link 0 is not a bottleneck link. For the two bottleneck links, the target utilizations are set to 99.5% and 98% respectively. We use the modified optimization flow control algorithm [2] described in Section 3.3 to control the controllable flows. The utility functions used are the same as the one suggested in [15].

We first set the AQM parameters $m_1 = m_2 = 0.048$. Our simulation results are shown in Figs. 3 and 4. We can see that the lower bound and MVA upper bound accurately characterize the tail probability for both bottleneck links even when $x$ is small. In Fig. 4, we can also see that although each voice flow traffic is not Gaussian, the aggregate traffic can be modeled quite well by a Gaussian process. Next, we will show how the AQM parameters ($m_1$ and $m_2$ here) can affect the performance of the feedback flow control. We compare three sets of AQM parameters. In the first set, we follow the guidelines in [15] and set $m_1 = m_2 = 0.005$. In the second set, we choose $m_1$ in a centralized way and
obtain $m_1 = 0.055$ and $m_2 = 0.05$. In the third set, we use a distributed method and obtain $m_1 = 0.04$ and $m_2 = 0.05$. Our simulation results are shown in Figs. 5 and 6.

With all three sets of parameters, the measured bottleneck link utilization is the same as the target link utilization (99.5% and 98% for link 1 and 2 respectively). From Figs. 5 and 6, we can see that $m_l$ is important to the performance of the feedback flow control. When $m_l$ is properly chosen, the workload can be significantly reduced. We also see that the parameter $m_l$ designed with only local information (distributed way) gives very similar performance as the parameter designed with global information (centralized way).

5 Conclusion

In this paper, we consider feedback flow control systems with both uncontrollable and controllable flows. We give uncontrollable flows high priority and focus on the workload that is caused by the controllable flows. We assume that the feedback control system is linear and find that, under certain conditions, the variance of the net input over a given time period can be bounded by a constant (not dependent on the length of the time period). We then analyze the queueing properties under the Gaussian assumption and give a lower bound and asymptotic upper bound for the tail probability of the workload. The upper bound also tells us that when a flow control algorithm is appropriately designed for this system, the tail of the workload distribution caused by the controllable traffic can be made to decay very rapidly in terms of the buffer size (squared exponential decay). Our simulations also show that these bounds are quite accurate. We also briefly discuss how to apply our result to a network with multiple bottleneck links to effectively control the workload.
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