
COMP 333 — Week 11 Recap

Machine Learning

In Week 10 and Week 11 we cover Machine Learning.

EDA builds models to capture the insight

to predict outcomes in new situations

as aids to decision-making.

Machine Learning is one way to build models

— in a data-driven way —

the algorithms learn from the data.

Feature engineering is a key contributor

to the success of machine learning.

The simple methods to build models

such as curve-fitting

can be as informative as complex ML algorithms.

So start with simple approaches to model building

before moving on to ML.



You should know the following:

I What is machine learning

ML terminology

I Where does ML fit in Exploratory Data Analysis

I What is a model

I What kind of models does ML build

I Where does feature engineering fit in ML

I What is unsupervised machine learning

I What is supervised machine learning

label, class

binary classifier

multi-class classifier

multi-label classifier

I What is regression, classification, prediction

I The process of building and evaluating a ML model

dataset, training set, test set, cross-validation,

k-fold cross validation, leave-one-out cross-validation (LOOCV)

I Evaluation metrics in ML

true and false positive and negative, TP, TN, FP, FN

confusion matrix

precision, recall

accuracy

specificity, sensitivity

F-measure

Matthews Correlation Coefficient (MCC)



Most importantly, you must know how to use

the Python scikit-learn library

to build and evaluate models,

as shown in Example 2.

READ the files marked READ.

Do Labs 10 and 11 with scikit-learn.

Work through Example 1 and Example 2


