
(UR-15) Interaction Models for Infrastructure Management 
Systems Using Virtual and Augmented Realities 

 
Elaheh Mozaffari1, Bechir Khabir1, Cheng Zhang2, Prasanna Devarakonda2, Prasad Bauchkar2 and Amin 
Hammad3

 
1. Department of Electrical and Computer Engineering, Concordia University, Montreal, QC, Canada  
2. Department of Building, Civil & Environmental Engineering, Concordia University, Montreal, QC, Canada 
3. Concordia Institute for Information Systems Engineering, Concordia University, Montreal, QC, Canada 
 
1. Introduction 
Future infrastructure lifecycle management systems have several requirements, such as 
integrating lifecycle data and providing access to databases, supporting 4D visualization and 
interaction, representing virtual spaces and different scales of space and time, adapting 
construction related standards, and providing support for spatio-temporal analysis. Using these 
systems in mobile situations will allow on-site infrastructure field workers, such as construction 
superintendents and bridge inspectors, to use mobile and wearable computers to interact with 
geo-referenced spatial models of the infrastructure and to automatically retrieve the necessary 
information in real time based on their location, orientation, and specific task context using 
Virtual Reality (VR) or Augmented Reality (AR) techniques. AR allows interaction with 3D virtual 
objects and other types of information (e.g. text) superimposed over 3D real objects in real time. 
The augmentation can be realized by looking at the real world through a see-through 
head-mounted display equipped with sensors that accurately track head movements to register 
the virtual objects with the real objects in real time. In these systems, field workers will be able 
to access and update information related to their tasks in the field with minimum efforts spent on 
the interaction with the system, which results in increasing their efficiency and potentially their 
safety. VR and AR environments can be considered as two cases of the concept of Mixed 
Reality (MR) introduced by Milgram et al. (1994) where different combinations of the virtual and 
real components are possible along a virtuality continuum (Figure 1). In order to realize the 
virtual components, information about the objects’ shapes and locations is organized in a 
database using a geospatial model so that augmenting of the 3D real scene with data extracted 
from the database is possible. 3D models of urban and infrastructure environments can be used 
as VR models or added as augmentation to the real environment in order to analyze different 
scenarios, such as urban planning, emergency response simulation, or virtual reconstruction of 
sites.  
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Figure 1:  Virtuality continuum (Milgram et al.,1994)  

This paper discusses several issues related to interaction models for infrastructure 
management systems using virtual and augmented realities. The paper focuses on new VR and 
AR interaction models that have been developed especially to suit the requirements of mobile 
infrastructure management systems. These models will be discussed within a larger framework 
called Location-Based Computing for Infrastructure field tasks (LBC-Infra). LBC-Infra facilitates 
 1



 2

collecting inspection data by allowing field workers to interact with geo-referenced infrastructure 
models and automatically retrieve the necessary information in real time based on their location 
and orientation, and the task context (Hammad et al., 1999; Hammad et al., 2004). 
 
2. 4D Models and Interaction Components of LBC-Infra  
LBC-Infra integrates 4D models, tracking technologies, mobile computing and distributed 
wireless communication in one framework. This integration of space and time in 4D models will 
result in the following advantages: (1) Visualizing different types of data; (2) Providing a 
user-friendly interface which can reduce data input errors; (3) Facilitating data sharing; and (4) 
Improving the efficiency of database management. 4D visualization can be understood more 
quickly and completely than the traditional management tools (Fischer, 2001). In large-scale 
infrastructure projects, Geographical Information Systems (GIS) are inevitably needed for 
generating information that relates to locations. Spatial interactions would not be understood 
fully if they were not linked to geographical locations as perceived in the real world (Zlatanova et 
al., 2002). Therefore, the 4D models should be located on a 3D map. 
LBC-Infra has the following main user interface components (Barrilleaux, 2001): visualization 
and feedback, control, access, navigation, manipulation, and collaboration. The following 
interaction patterns for each component are typical examples that have been identified based 
on common tasks that field workers usually perform and the type of information they collect. 
 
2.1 Visualization and feedback  
 
(1) Displaying graphical details: LBC-Infra displays to the field worker, structural details 
retrieved from previous inspection reports. This can happen in a proactive way based on spatial 
events. For example, once a cracked element is within an inspector field-of-view, the system 
displays the cracks on that element discovered during previous inspections. This will help focus 
the inspector’s attention on specific locations. The user of the system can control the Levels of 
Details (LODs) of representing objects depending on his or her needs. 
 
(2) Displaying non-graphical information and instructions: The user interface can provide 
links to documents related to the project, such as reports, regulations and specifications. In 
addition, LBC-Infra allows for displaying context sensitive instructions on the steps involved in a 
specific task, such as instructions about the method of checking new cracks, and measuring 
crack size and crack propagation. 
 
2.2 Control  
LBC-Infra interprets the user input differently depending on the selected feature and the 
context. For example, clicking the pointing device can result in selecting a menu option or in 
picking an object from the 3D virtual world depending on where the user clicked. 
 
2.3 Access 
Accessing data in LBC-Infra can be achieved through the real-time location tracking. The user 
just needs to walk towards an object of interest then click on it or stand in front of it for a short 
period of time. The system tracks his/her location and updates the view point accordingly. Then 
relevant data will be retrieved from the database and displayed. 
 
 
 



2.4 Navigation 
As an extension to conventional navigation systems based on 2D maps, LBC-Infra can also 
present navigation information in 3D. Within a specific field task, the system can guide a field 
worker by providing him/her with navigation information and focusing his or her attention on the 
next element to be inspected.  
 
2.5 Manipulation 
Once an object is found, the inspector can add inspected defects by directly editing their shapes 
in 3D and manipulating them using a pointing device. 
 
2.6 Collaboration  
LBC-Infra facilitates wireless communications among a team of field workers, geographically 
separated in the project site, by establishing a common spatial reference about the site of the 
project. In some cases, the field workers may collaborate with an expert engineer stationed at 
the office who monitors the same scene generated by the mobile unit in the field. 
 

Figure 2. Collaboration Diagram between the Entities of the Framework 
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3. Interaction Model 
An interaction model identifies a collection of high-level reusable software objects and their 
relationships. The generic structure of this model embodies the general functionalities of 
LBC-Infra so that it can be extended and customized to create more specific applications. 
Figure 2 shows the relationship between the high-level objects of LBC-Infra using a Unified 
Modelling Language (UML) collaboration diagram, where objects interact with each other by 
sending messages. The numbers in the diagram refer to the order of execution of the 
messages. Messages that are not numbered are threads that are executed at the beginning of 
the application and run continuously and concurrently with other messages, or they are 
event-driven messages that may occur at any time.  
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4. Computational Aspects of the Framework 
 
4.1 Real-time Navigation Guidance 
In LBC-Infra, the navigation guidance is provided through animated 3D arrows showing the user 
the path to the object of interest. The system gets new locations from the tracking devices in 
real time and changes the view platform accordingly (Figure 3). Then, it adds an arrow that 
moves between the location of the user (e.g., P1) and the location of the object of interest (P0). 
The orientation of the arrow follows a vector that goes from the location of the user to P0. If the 
user cannot take a straight path to the object for any reason, such as the presence of obstacles, 
he/she can take a different way without losing the object because the arrow will be 
automatically updated to go from his/her new location to the object. 
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Figure 3: Animated arrow pointing to the objects of interest 
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 (b) Side view (a)  3D sketch 
 Figure 4: Example of picking the model for marking defect  
4.2 Picking Behavior 
Interaction with the 3D model is mainly facilitated by picking the elements of the model. In order 
to interactively retrieve or update information related to the picked element, it is important to 
know the location and the orientation of that element in the 3D environment. A pick shape is 
selected as the picking tool, e.g., a ray, segment, cone, or cylinder. The pick shape extends 
from the viewer’s eye location, through the picking device location and into the virtual world. 
When a pick is requested, pickable shapes that intersect with the pick shape are computed. The 
pick returns a list of objects, from which the nearest object has to be found. After the closest 
object (O) is found, the surface (F) that faces the user should be identified to display a suitable 
feedback. Through the calculation of the distance between the picking device position and the 
intersection points, the nearest intersection point (P) can be found as well as the geometry of 
the face (F) that contains (P). The normal vector (N) on surface (F) can be calculated based on 
the current coordinates. The normal vector is used to represent the orientation of that face. 
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Based on P and N, the shape representing the feedback can be created and inserted in the 
scene graph at point P’  with an offset distance from the surface (F) proportional to the size of 
the shape. The vector representing point P’ can be found using the following equation: 
 
       [1]           'P

r
 = P

r
+ offset× N

r
 

The following example of the visual feedback based on picking is given to illustrate the method of 
calculation (Figure 4). In the case of inspection, the system allows the user to directly add a 
defect, which is represented by a 3D shape, on the surface of the inspected element. The 
location of the defect is represented by the point (P) of the picking. To show the defect on the 
surface, the center point of the 3D shape of that defect should be moved in the direction of the 
normal vector on that surface (N) with a small offset distance based on the size of the shape.  
 
4.3 Levels of Details (LoDs) 
The basic idea of LoDs is to use simpler versions of an object to meet different precision needs 
and improve the image rendering performance. When the viewer is far from the object, a 
simplified model can be used to speed up the rendering. Due to the distance, the simplified 
version looks approximately the same as the more detailed version.  
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 Figure 5: Relationship between distance and LoDs for the campus 
 
 
The LoDs algorithm consists of three major parts: generation, selection, and switching. 
Generation is generating different representations of a model with different detail. Selection is 
choosing a model based on certain ranges for the distance. Switching is changing from one 
representation to another. When the user moves, this event is detected and the distance 
between the user and the object is calculated. Based on this distance, the corresponding switch 
will be selected and the model that should be displayed in this range is rendered. As shown in 
Figure 5, LoDs are for the whole campus model, which includes five different cases: nothing 
shown, blocks, blocks texture-mapped with simple patterns, blocks texture-mapped with low 
quality images and blocks texture-mapped with high quality images and objects around building 
such as traffic lights, fire hydrant and street furniture. The distance (d) is measured between the 
viewpoint and the center of the campus. In this figure, the visible range is 5 km.  
 
5. Prototype Development 
To demonstrate the feasibility and usefulness of the proposed approach, a prototype Facilities 
Management Information System (FMIS) is developed. This prototype is part of a more 
comprehensive system for infrastructure management (Hu and Hammad, 2005; Zhang and 
Hammad, 2005). In order to allow information sharing on the Internet, Java programming 
language is used. Java 3D is used to implement the 3D graphics of the system (Walsh and 
Gehinger, 2001). The system integrates a 3D model with object-relational database, GIS and 
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tracking components to develop a FMIS that can be used on site for retrieving and updating 
information of a certain element by directly interacting with the 3D model. The system is 
designed to provide a user-friendly interface that can be used in mobile situations with access 
control to FMIS databases including inspection and maintenance records. Users can query the 
database through the GUI or by picking a specific element, and get the results as visual 
feedback in the 3D model. Users can easily navigate in the 3D space using the navigation tools 
provided in the system. Two tracking technologies are investigated: RTK-GPS for exterior 
applications using Trimble 5700 receiver, and video tracking using ARToolKit for interior 
applications (jARTookit, 2004). 
In the case of video tracking, when the user launches the tracking option of the system, it 
checks for the available video camera and loads its parameters. Then, the system starts 
searching for markers that are visible through the camera. Once a marker is detected, the user 
location in the virtual world is updated and information about the object associated with the 
marker is loaded and displayed in the 3D scene as augmentation to the scene. 
Two types of web cameras were satisfactorily tested with ARToolKit: Logitech QuickCam and 
IO-Data USB CCD Camera. Two types of Head-Mounted Displays (HMDs) were tested:   
Microvision Nomad ND2000 (Microvision, 2005) and MicroOptical SV-6 (MicroOptical, 2005). 
The Nomad HMD has a rugged, monochrome red display (32 gray levels) readable in all 
lighting conditions with automatic brightness adjustment. MicroOptical BV-3 is smaller, less 
rugged and has color display. Both displays support resolution of 800x600 pixels. After testing 
these displays under different conditions, it was found that the MicroOptical BV-3 is more 
suitable for LBC-Infra because of its overall superior visibility using colors.  
 
6. Case Study 1: Non-Immersive Virtual Reality 
Concordia University downtown campus is used in the case studies to validate the proposed 
approach. The 3D virtual model of the university campus was developed using the following 
data: (1) 2D CAD drawings of the buildings obtained from the FM department of the university; 
(2) A digital map of the city of Montreal obtained from the municipality of Montreal; (3) Digital 
Elevation Model (DEM) of the city obtained from USGS website; (4) Small VRML object library 
developed by the authors for objects to be embedded in the 3D model, such as traffic lights, fire 
hydrants and street furniture; and (5) Orthogonal digital images of the facades of the buildings 
collected using a digital camera. The digital map and the DEM data of Montreal were acquired 
to generate 2D and 3D maps using the Modified Transverse Mercator (MTM) projection. 
Eurostep Toolbox (Eurostep Group, 2004) was used for accessing IFC files that have been 
created using ArchiCAD and Timberline software. 
As a basic example of a user interface for collecting data, an inspection routine of building 
envelopes was linked to the 3D model (Figure 6). The 3D Model can also link to all necessary 
specifications, drawings, procedures and inspection and maintenance records, so that the 
users can access the information needed for a specific task from the model through a 
customized user interface. At this stage, the 3D model contains only the structural elements of 
the buildings. Future work will consider adding other information related to FM, such as 
mechanical/electrical equipment, emergency evacuation plans, etc. This can help the users to 
easily understand the entire facilities configuration and access the related information.  
The GIS layers, images and 3D objects described above were combined together and 
translated to Virtual Reality Modeling Language (VRML). The translator application developed 
in Visual Basic uses a GIS library for extruding the GIS shapefiles and crating a number of 
VRML files that constitute the virtual 3D model loaded into Java 3D scene graph of the 
prototype FMIS. It should be noted that the entire downtown campus area should be modeled to 



have a complete model of the existing building stock; however, at this stage, only the buildings 
of the university are added to the model (22 buildings).  
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 Figure 6: Screenshot of the user interface of the developed prototype  
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Figure 7: Example of AR application in building construction 
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7. Case Study 2: Augmented Reality 
The model developed above is used as a test bed for indoor and outdoor mobile AR using video 
and GPS tracking, respectively. Because of space limitation in this paper, only the indoor case 
is discussed. Figure 7 shows an example of the results of the AR application used in a building 
construction project in the campus. Figure 7(a) shows a column on the fifth floor with a marker 
attached to it. The marker has an edge length of 20 cm. Figure 7(b) shows the graphical 
augmentation with the virtual workspace associated with the column. Figure 7(c) simulates the 
view that the user sees when the real structure of the column is augmented with the virtual 
workspace and the ID of the column. Figure 7(d) shows a construction superintendent equipped 
with the AR devices where he is checking the workspace by viewing it through the HMD. At this 
stage, the prototype system successfully integrates the databases of the 3D model and 
inspection tasks and allows the user to interact with the 3D model to identify the elements of the 
 7



structure or to retrieve and update the related attributes in the database. User position and 
orientation are tracked and used to update the 3D view. Furthermore, the tracking information 
and all interactions with the system can be logged to record the activities of the inspector in the 
field. This will eventually allow the system to automatically generate a multimedia report of 
inspection activities and to replay the report in a way similar to replaying a digital video. In the 
partial testing of the prototype system using the above hardware and software, several 
problems were identified, e.g., the field of view is too narrow, reading the HMD in the outdoors is 
rather difficult, etc. Further investigation is needed to identify and test the optimal hardware 
architecture suitable for the prototype system. 
 
8. Conclusions 
In this paper, we discussed some aspects of the VR and AR interaction models of LBC-Infra. 
LBC-Infra facilitates accessing and collecting inspection data by allowing field workers to 
interact with geo-referenced infrastructure models and automatically retrieve the necessary 
information in real time based on their location and orientation, and the task context. The 
framework of LBC-Infra integrates mobile and wearable computers, 3D GIS/CAD databases, 
positioning technologies and wireless communications to provide field workers with the specific 
information they need in a proactive manner. The prototype, using video-based or GPS 
tracking, demonstrated the basic functionalities of LBC-Infra, such as tracking, navigation, and 
interacting with the 3D model to identify elements of the structure or to retrieve and update the 
related attributes in the database. This is expected to improve the efficiency and safety of the 
field workers by allowing them to concentrate on their job. Future work will focus on further 
development and testing of the prototype system, considering both hardware and software 
issues, and on investigating the usage of LBC-Infra as a base for collaborative environment for 
field workers. 
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