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Abstract

In this paper, we propose a text detection method based on a feature vector generated
from connected components produced via the stroke width transform. Several properties,
such as variant directionality of gradient of text edges, high contrast with background,
and geometric properties of text components jointly with the properties found by the
stroke width transform are considered in the formation of feature vectors. Then, k-means
clustering is performed by employing the feature vectors in a bid to distinguish text
and non-text components. Finally, the obtained text components are grouped and the
remaining components are discarded. Since the stroke width transform relies on a precise
edge detection scheme, we introduce a novel bandlet-based edge detector which is quite
effective at obtaining text edges in images while dismissing noisy and foliage edges.
Our experimental results indicate a high performance for the proposed method and the
effectiveness of our proposed edge detector for text localization purposes.

1 Introduction
Digital images and videos are nowadays increasingly used due to the rapid development of
image capturing devices. The need of information retrieval from images led to semantic
content analysis techniques. A slew of such techniques are specialized in extracting text
embedded in images since it is a vital source of semantic information. A robust text detection
step is the basic requirement for a scheme designed to extract text information from images.
Text detection is still a challenging issue due to unconstrained color, sizes, alignments of
characters, lighting and also various shapes of fonts, even though various methods have been
proposed in the past years [6, 9]. Existing text detectors are broadly classified into two main
groups: texture (also called region) based and connected component (CC) based methods.

Texture-based methods scan the image at a number of scales and consider the embedded
text as a particular texture pattern distinguishable from other parts of the image and its back-
ground. Basically, features of various regions of the image are retained. Then, the presence
of text is identified by either a supervised or an unsupervised classifier. Finally, the neigh-
boring text region candidates are merged based on some geometric features to generate text
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blocks. As examples of such methods, the technique introduced in [1] applies Sobel edge de-
tector in all Y, U, and V channels, then invariant features such as edge strength, edge density,
and edge’s horizontal distribution are considered. The method utilizes different thresholds
in the edge detection to define text-area enhancement operators. The method introduced
in [10] produces a statistical-based feature vector using the Sobel edge map and applies k-
means algorithm to classify image regions into text and non-text parts. Assuming that the
horizontal gradient value of text regions is higher than that of other parts of the image, the
proposed method in [27] thresholds the variance of gradient values to identify text-regions.
A support vector machine (SVM) classifier is used in [7] to generate text maps from the
gray-level features of all local areas. The method extracts the features through each layer of
image pyramids. The proposed method in [13] also takes advantage of image pyramids to
find local thresholds to detect text areas. Frequency domain is shown to be practical in text-
region classifications. A k-means classification is applied in wavelet domain in [5] in order
to detect the horizontally aligned texts in an image. The proposed technique in [8] employs
the first and second-order moments of wavelet coefficients of local regions as features, then
a classification is performed by means of neural networks. In the same vein, the proposed
method in [30] applies frequency domain coefficients obtained by discrete cosine transform
(DCT) to extract features. By thresholding filter responses, text-free regions are discarded
and the remaining regions are grouped as segmented text regions.

CC-based methods stem from observations that text regions share similar properties such
as color and distinct geometric features. At the same time, text regions have close spatial re-
lationship. Therefore, based on such properties they are grouped together and form CCs.
The method introduced in [25] finds candidate text regions utilizing Canny edge detector,
then a region pruning step is carried out by means of an adjacency graph and some heuris-
tic rules based on local components features. Candidate CCs are extracted by the proposed
method in [10] based on edge contour properties, then text-free components are pruned by
analysis of wavelet coefficients. In order to find CCs, an adaptive binarization is applied in
[3]. Statistical analysis of text regions is performed to determine which image features are
reliable indicators of text. This is done by considering a large training set which consists of
text images. In fact, the feature response of the candidate CCs must be similar to the text
images. The effectiveness of this method is reported in ICDAR 2005 results [11]. A useful
operator is defined in [4] to find stroke width of each image pixel. The stroke width transform
(SWT) image is generated by shooting rays along the direction of each edge pixel’s gradi-
ent. Then the SWT values are grouped based on their ratios in order to produce CCs. The
text-candidate CCs are selected by applying some rules such as aspect-ratio, diameter and
variance of stroke width of each component. In [23] the CCs are found by k-means clustering
in the Fourier-Laplacian domain. Then, the candidate CCs are filtered by test string straight-
ness and edge density features. This method is not only practical for horizontally aligned
texts but also for any arbitrary oriented text. A CC-based algorithm is introduced in [2],
which employs Maximally Stable Extremal Regions (MSER) as the basic letter candidates.
Then, by using geometric and stroke width information non-text CCs are excluded.

A number of existing methods are not categorized in the aforementioned two groups. As
an example, the proposed method in [18] is a hybrid technique whose first step detects text
regions in each layer of image pyramid and projects the text confidence and scale informa-
tion back to the original image followed by a local binarization to generate candidate text
components. Next, a CRF model filters out non-text components and then a learning-based
minimum spanning tree (MST) is used to link the CCs. Sparse representation is also ap-
plied in the field of text detection. The introduced method in [29] benefits from two learned
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discriminative dictionaries, one for document images, and another for natural images to dis-
tinguish between text regions and background ones in an input image. The dictionaries are
generated using the platform introduced in [14]. Also, the text and non-text regions are dis-
tinguished by the reconstruction error function defined in [14] for the dictionary patches and
the original image patches.

The general scheme of our proposed method consists in producing the image edge map
and then finding CCs based on SWT guided by the generated edge map. Next, precise feature
vectors are formed using the properties of CCs from SWT and pixel domain. An unsuper-
vised clustering is performed on the image CCs to detect the candidate text CCs. Finally,
text candidate components are linked to form text-words. The method is considered as a
CC-based technique and the contribution is twofold: 1) Since accurate edge maps drastically
enhance SWT results, a precise edge detection approach adaptive to text-regions is proposed
by employing the bandlet transform. 2) A feature vector based on text properties and stroke
width values is employed in k-means clustering in order to detect text CCs.

The rest of this paper is organized as follows: the bandlet-based edge detector is dis-
cussed in Section 2. The proposed text detection method is explained in Section 3. In
Section 4, the experimental results are provided. Finally, Section 5 presents our conclusions.

2 Edge Detection Using Bandlets
The bandlet framework achieves an effective geometric representation of texture images. It
is essential in the case where we need to extract image singularities and strong continuations
such as the ones that appear in the image edges. Hence, we employ the bandlet transform
and propose a novel edge detector that works well in extracting text edges from images.

2.1 Bandlet transform
Although geometric regularity along image edges is an anisotropic regularity, conventional
wavelet bases can only exploit the isotropic regularity on square domains. An image can be
differentiable in the direction of the tangent of an edge curve even though the image may be
discontinuous across the curve. Bandlet transform [16] exploits such anisotropic regularity.
Bandlet bases construct orthogonal vectors elongated in the direction of the maximum reg-
ularity of a function such as the one shown in Fig. 1(b) by a red dash. The earlier bandlet
bases [20, 21] have been improved by a multi-scale geometry defined over wavelet coeffi-
cients [15, 24]. Indeed, bandlets are anisotropic wavelets warped along the geometric flow.

Considering the Alpert transform as a polynomial wavelet transform adapted to an irreg-
ular sampling grid similar to Fig. 1(d), one can obtain vectors that have vanishing moments
on this irregular sampling grid. This is the principal need to approximate warped wavelet co-
efficients similar to Fig. 1(e). Only a few vectors of Alpert basis can efficiently approximate
a vector corresponding to a function with anisotropic regularity. The bandletization using
wavelet coefficients is defined by

bk
j,l,n(x) = ∑

p
al,n[p]ψk

j,p(x), (1)

where al,n[p] are the coefficients of the Alpert transform and k represents wavelet orienta-
tion. These coefficients strictly depend on the local geometric flow. Bandlet coefficients are
generated by inner products ⟨ f ,bk

j,l,n⟩ of the image f with the bandlet functions bk
j,l,n. The

set of wavelet coefficients are segmented in squares S for polynomial flow approximation of
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(a) (b) (c) (d) (e)
Figure 1: Bandlet transform [16, 24]. (a) Dyadic segmentation based on local directionality
of the image. (b) A sample bandlet segmentation square that contains a strong regularity
function shown by the red dash. (c) Geometric flow and sampling position. (d) Sampling
position adapted to the warped geometric flow. (e) Illustration of a warping example.

the geometry. For each scale 2 j and orientation k, the segmentation is carried out using a
recursive subdivision in dyadic squares as illustrated in Fig. 1(a). A square S should be fur-
ther subdivided into four sub-squares if there is still a geometric directional regularity in the
square. Apparently, only for the edge squares, the adaptive flow is needed to be computed to
obtain the bandlet bases. The geometry of an image evolves through scales. Therefore, for
each scale 2 j of the orientation k a different geometry Γk

j is chosen. The set of all geometries
{Γk

j} represents the overall geometry of an image. At the end of this bandletization process
we have a multi-scale, low and high-pass filtering structure similar to the wavelet transform,
strictly adapted to local directionality of the image. This elegant platform is suitable to dis-
tinguish strong continuations such as edges and eliminate singularities such as foliage areas
in natural images. For more details about bandlets the reader is referred to [16].

2.2 Edge detection algorithm

As discussed before, the bandlet transform effectively represents the geometry of an image.
We take advantage of this representation and propose an edge detection algorithm that can
be used effectively in text-detection techniques. On the other hand, it has been shown in
[17, 28] that finding local maxima of wavelet transform coefficients is similar to the multi-
scale Canny edge detector operator. Fig. 2(a) presents a sample 1D signal whose wavelet
transform (high frequency part) in one scale is shown in Fig. 2(b). Finding the local max-
ima in the first derivative of high frequency coefficients of wavelet transform (Fig. 2(c)) is
equivalent to edge positions in the original signal (image). Since the image coefficients are
all warped along local dominant flows in the bandlet transform, the final bandlet coefficients
generated for each segmentation square S have the form of approximation, and high-pass
filtering values appear in the wavelet transform of a 1D signal like Fig. 2. We benefit from
the bandlet-based resulting 1D high-pass frequency coefficients that are adapted to the direc-
tionality of the edge that exists in each segmentation square S in order to find a binary map
of the edge positions in the image.

The bandlet transform is performed on the original image, and for each segmentation
square S the bandlet coefficients are generated. For each S, the resulting coefficients are
grouped in low-pass (approximation) and high-pass filtering results similar to the 1D wavelet
transform. Since the approximation part consists of coarse information of the original signal,
we discard it and only process the high-pass coefficients. The first-order derivatives of the
fine-detail bandlet coefficients are computed. By applying a contextual filer, we find local
maximum of the resulting gradient signal since many meaningful edges can be found in the
local maxima of the gradient not only in the global maxima. Then, in order to improve the
quality of the edge image a two level thresholding is employed.
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(a)

(b)

(c)

Figure 2: Using wavelets in edge detection. (a) Original signal. (b) One-scale 1D dyadic
wavelet transform. (c) Derivatives of the wavelet transform coefficients of (b).

(a) (b) (c)

(d) (e) (f)

Figure 3: Edge detection using different methods. (a) Original Image. (b) Sobel edges. (c)
Prewitt edges. (d) Canny edges. (e) Wavelet-based edges. (f) Bandlet-based edges.

For each point xi in the gradient signal, we check if xi is a local maximum and its value
is greater than a threshold T . If so, xi is kept as an edge point coefficient otherwise it will be
discarded. Hence, a window with size 2L+1 centered at xi is set. Then, the binary indicator
of edge points in the gradient signal is generated as follows:

Mi =

{
1 if gi > T ∧ gi > g j, ∀ j ∈ [i−L, i−1] ∧ gi > g j, ∀ j ∈ [i+1, i+L]
0 otherwise, (2)

where gi represents the gradient value for xi and g j indicates gradient value of neighboring
pixels of xi that exist is the window. M is a map of local maxima of the gradient signal. The
corresponding locations of 0’s of M in the bandlet fine (high-pass) coefficients are set to 0,
for all the bandlet squares S. Then, the inverse bandlet transform is performed in order to
have the final edge locations of the original image.

Obviously, the quality of the edge map depends on the value of the threshold T . In order
to ensure a high quality, a two-level thresholding is employed. First, the edge detection is
performed using a low value for T and the edge image El is produced. The algorithm is
performed another time utilizing a higher value for T to generate the edge image Eh. Ap-
parently, El includes more edge pixels than Eh, which only includes significant edges. Also,
all the edge pixels of Eh exist in El . A combination of Eh and El leads to more reasonable
results. For each edge component Ceh that exists in Eh we inspect El and check if there is an
edge component Cel in El that overlaps Ceh. If so, Cel is taken from El and saved in the finial
image edge map.

Considering the bandlet transform structure strictly adapted to strong local pixel flows
through a geometry-based dyadic segmentation, this edge detection scheme reveals reliable
edge pixels. Moreover, since the regions consisting of sparse singularities such as noisy and
foliage pixels, and the regions with various pixel intensities are eliminated in the bandlet
geometric segmentation, the resulting edges are quite appropriate to localize text-edges em-
bedded in the image. Fig. 3 shows edge detection results of four different methods including
Sobel, Prewitt, Canny, wavelet and the proposed bandlet-based technique. The input image
includes a text and noisy pixels. Our proposed edge detection approach shows considerably
better results compared to the other methods.
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(a) (b)

Figure 4: . Stroke width transform. (a) Finding the gradient value of edge pixel p and
shooting a ray in its direction and finding an edge pixel q with opposite gradient direction on
the ray. (b) Assigning the stroke width value to each pixel that lies on the ray.

(a) (b) (c)

Figure 5: Stroke width transform of a sample image. (a) Original Image. (b) SWT output
using bandlet-based edges. (c) SWT output using Canny edges.

3 Text Detection Algorithm
Our text detection approach obtains features for CCs produced by SWT, then decides which
CC is a text candidate using k-means clustering. The technique applies SWT introduced in
[4] in order to obtain reasonable text CCs and text features. Therefore, this section starts
with a discussion about SWT.

3.1 Stroke width transform (SWT)
The SWT value of each pixel is roughly the width of the stroke that contains the pixel. A
stroke is defined as a part of the image that forms a band of constant width. In the first step,
we find the edges of the input image by means of the proposed edge detection method (Sec.
2). Then, the gradient direction dp of each edge pixel p is determined. A ray starting from p
with the direction of dp is considered and followed until it meets another edge pixel q. If the
gradient direction dq at edge pixel q is approximately opposite to dp, the distance value of p
and q is assigned to all the pixels that lie on the ray. Fig. 4(b) shows SWT values of sample
pixels that lie on the ray shown in Fig. 4(a). SWT of a sample image is computed and shown
in Fig. 5(b). This figure clearly shows how effective SWT can be in finding text regions in
images. In order to demonstrate the effectiveness of the bandlet-based edge detector, SWT is
calculated once again using conventional Canny edges as shown in Fig. 5(c). As mentioned
before, the bandlet-based edge detector removes noisy and foliage regions from the edge
map. Therefore, Fig. 5(b) presents a more practical SWT result compared to Fig. 5(c) in the
case of text localization and detection.

Neighboring pixels are grouped together and form CCs if they have similar stroke width
values. The traditional CC algorithm is not performed on a binary mask but on the SWT
values with a different connection criterion. In the CC algorithm, 4-neighboring pixels are
considered. Adjacent pixels are grouped if the ratio of their stroke width values is higher
than 0.3 and lower than 3. Features of the produced CCs are used to find text candidates.

3.2 Unsupervised classification and refinement
We need to identify components that very likely contain text. Thus, we employ a set of rules
and assumptions in order to make a feature vector for each component. Then, the feature
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vectors are fed to k-means clustering to identify text components.
The first property of a text component is that the variance of stroke width values VSWT in

all the text components is not too large. A high value of VSWT for a CC means the component
consists of the pixels of a foliage region. The mean µSWT and median MSWT values of each
CC are also considered in order to find text components with the same stroke width, since
almost all the characters of a word would have the same stroke width. Another important
feature of a text component is that it is neither too long nor thin. Therefore, the ratio Rs of
the component diameter and its median stroke width MSWT are added to the feature vector.

Considering a sample character as a text CC, one observes that the gradient directions of
edge pixels of the component vary significantly. In other words, a text component can have
edge pixels with gradient directions ranging from 0 to 90 degree for character “I” for instance
or 0 to 180 for “O”, indicating a large range of directionality. So, we calculate the variance
VG of gradient directions of all the edge pixels of a CC and save it in the feature vector. Also,
a text component has almost a symmetric distribution for the gradient directions of the edge
pixels. This is due to the fact that a character has at least two sets of edge pixels roughly
parallel to each other with opposite gradient directions. Therefore, we estimate having a
symmetric distribution for the direction of edge pixels by computing the skewness SKG for
the gradient directions and add it to the features:

SKG =
µ3

σ3 =
1
n ∑n

i=1(gi −µG)
3

( 1
n ∑n

i=1(gi −µG)2)3/2
, (3)

where n is the total number of edge pixels in a CC, gi is the gradient direction at edge
pixel i and µG is the mean of gradient directions of the edge pixels of the CC. In fact, in
this equation µ3 and σ are the third moment about the mean and standard deviation of the
gradient directions, respectively.

An important feature attributed to texts in images is their relatively high contrast with
the background compared to other regions of the image. This is due to the nature of uti-
lizing texts i.e, catching one’s sight and conveying information. A scene text or a caption
text in a video frame, for example, must have a strong contrast with the background since
the producer of the text wanted them to stand out clearly. Thus, we consider this important
property and use it in the feature vector. Typically, contrast is estimated by Weber formula:
C = (Lo−Lb)/Lb, where Lo and Lb are the luminance of the object and its surrounding back-
ground, respectively. More complex contrast analysis can be found in [19, 26] by employing
discrete cosine transform and wavelets. We simply use the local mean µL and standard de-
viation σL of the image intensity to estimate the contrast value of a CC with its background
[22]; CL = σL/µL. CL is computed for the intensity pixels that exist in the bounding box of
a CC and added to its feature vector.

Finally, the bounding box itself must have a reasonable aspect-ratio for a text CC. Nor-
mally, the height of a text component is larger than its width and their aspect-ratio is not too
large. So, we find the aspect-ratio Rasp of the bounding box of each CC and use it in the
feature vector. The final feature vector of each CC has the following form:

−→
F = {VSWT , µSWT , MSWT , Rs, VG, SKG, CL, Rasp} (4)

The produced vectors
−→
F of all the CCs of the image are fed to a k-means scheme and

consequently clustered into two groups, non-text and text components as shown in Fig. 6(a)
for instance. In order to identify which cluster is associated to the texts and which is not, at
the beginning of the process we append a sample text to the end of each input image. Hence,
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(a) (b)

Figure 6: Clustering of CCs. (a) Text and non-text CCs identification. (b) Merging text CCs
to generate the final result.

the resulting cluster that contains the sample text components is considered as the group of
text components and the rest of the components are discarded. In the last step, the remaining
text components which are horizontally aligned and have reasonable distance to each other,
for example as far as a character width, are grouped together and form the word components
as shown in Fig. 6(b).

4 Experimental Results
We evaluated our approach on the ICDAR text locating contest dataset [11]. In Fig. 7 sample
text detection results of our approach on ICDAR dataset are presented. The dataset contains
251 color images in various sizes from 307× 93 to 1280× 960. Along with the images,
the dataset provides ground truth locations of the texts that exist in the images called targets
to have a precise evaluation of the results of text detection techniques. The result of a text
detection method in the form of a rectangle that bound a text in the image is called estimate
hereafter. We followed the same evaluation scheme by means of Precision and Recall used
in ICDAR competitions [11, 12]. Precision is the number of correct estimates divided by
the total number of estimates. A method has a low precision if the number of text bounding
rectangles is too large. Recall is defined as a ratio of the number of correct estimates and
the total number of targets. Hence, a method that results in a large number of incorrect
rectangles has a low recall score. The results of a text locating system are not as exact
as human tagged locations. Therefore, a match mp between two rectangles defined as the
area of their intersection divided by the area of the minimum bounding box containing both
rectangles is used. The value of mp is zero for two rectangles without any intersection and
one for exactly alike rectangles. For each rectangle in the set of estimates, the closest match
in the set of targets is found, and vice versa. Hence, the best match m(r;R) for a rectangle r
in a set of rectangles R is defined as

m(r;R) = max{mp(r; ŕ)|ŕ ∈ R}. (5)

Then, precision and recall are defined as

Precision =
∑re∈E m(re,T )

|E|
, Recall =

∑rt∈T m(rt ,E)
|T |

, (6)

where T and E are the sets of target (ground truth) and estimated boxes, respectively. These
two measures are combined into a single quality measure f with a weight factor α set to 0.5:

f =
1

α
Precision +

1−α
Recall

. (7)
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Figure 7: Sample text detection results using the proposed technique on the ICDAR dataset.

Method Precision Recall f

bandlet edges 0.76 0.66 0.71
wavelet edges 0.71 0.59 0.65
Canny edges 0.67 0.51 0.58
Sobel edges 0.53 0.56 0.53

Table 1: Performance of the proposed
text detection method employing differ-
ent edge detectors before STW.

Method Precision Recall f

Our Method 0.76 0.66 0.71
Zhao [29] 0.64 0.65 0.65
Epshtein [4] 0.73 0.60 0.66
Gllavata [5] 0.44 0.46 0.46

Table 2: Performance of different text de-
tection methods performed for the images
of the ICDAR dataset.

In the first experiment, we employed other edge detection methods in our text detection
scheme instead of the proposed bandlet-based edge detection approach (Sec. 2). Table 1
shows Precision, Recall and f values obtained by our text detection approach for the images
of ICDAR dataset using Sobel, Canny, conventional wavelets and bandlet transform edge
detection techniques. In this table the highest values of Precision, Recall and f are attributed
to the method which employs our proposed bandlet-based edge detector. The result of our
proposed approach has been compared with other methods as well. Table 2 shows the list
of methods used for comparison and their Precision, Recall and f values for images of
ICDAR dataset. The proposed method has a better performance compared to the other listed
methods. Specifically, our approach outperforms the SWT-based method introduced in [4]
already shown to have a good performance compared to several other existing methods [4]
including the participating algorithms in ICDAR 2003 [12] and ICDAR 2005 [11].

5 Conclusions

In this paper, we introduced an unsupervised clustering scheme for text detection that can
be considered as a connected component-based text detection technique. A feature vector
based on properties extracted from stroke width transform connected components, distinct
characteristics of text components that exist in images and their general geometry is formed.
The components’ feature vectors are fed to k-means clustering in order to separate possible
text components from non-text ones. Then, based on the alignments of the found text com-
ponents, locations of the text-words are determined. The accuracy of our algorithm depends
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on how precisely connected components are generated in the SWT domain. At the same
time, SWT can be carried-out well only if edge locations are revealed properly. Therefore,
we employed the effectiveness of bandlets in representing local geometry properties and in-
troduced a novel edge detection approach which is quite practical in the case of finding edge
locations of texts embedded in various types of images and consequently generating stroke
width values of texts. The experimental results indicate a considerable performance for both
the proposed edge detector and the text detection scheme.
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