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This paper evaluates the effect of the context of a target word on the identification of

complex words in natural language texts. The approach automatically tags words as

either complex or not, based on two sets of features: base features that only pertain to
the target word, and contextual features that take the context of the target word into

account. We experimented with several supervised machine learning models, and trained

and tested the approach with the 2016 SemEval Word Complexity Data Set. Results show
that when discriminating base features are used, the words around the target word can
supplement those features and improve the recognition of complex words.
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1. Introduction

In order to map the semantics of natural language texts into a machine-readable for-

mat, it is important to understand when two textual elements (such as paragraphs,
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sentences, phrases or even words) have the same meaning. Today, with the acces-

sibility of the Web to a larger audience, many documents share the same meaning,

but have different levels of readability. The articles on Simple English Wikipedia, for

example, contain the same information as their counterparts on English Wikipedia,

but their language is made simpler. In this context, being able to identify complex

words, for instance to simplify documents for the sake of English language learners,

becomes important.

In this paper, we evaluate the usefulness of contextual information for the iden-

tification of complex words in natural language texts. The approach automatically

tags words as either complex or not, based on two sets of features: base features

that only pertain to the target word, and contextual features that take the local

context of the target word into account. We experimented with several supervised

machine learning models and feature sets, and trained and tested the approach

with the SemEval-2016 dataset. We show that when discriminating base features

are used, words around the target word can provide important clues to improve the

recognition of complex words.

This paper is organized as follows: Section 2 discusses previous work and situates

our work within the field; Section 3 describes the SemEval 2016 Word Complexity

dataset that we used; Section 4 explains the overall approach we followed to mea-

sure the influence of the context; Sections 5 and 6 describe and analyse a series of

experiments using context to augment a variety of base features; finally, Section 7

presents future avenues of research.

2. Previous Work

Much research on text simplification has addressed the issue of lexical simplification

(e.g. [1, 2]), a process that consists of identifying complex words and substituting

them with simpler ones. Lexical simplification remains a challenge, as its first step,

complex word identification, is still not performed accurately. The recent SemEval

2016 Complex Word Identification task [3] was a step in that direction. Given a

set of sentences and a target word, systems had to automatically label the target

word as being complex or simple. To do this, most approaches used standard super-

vised machine learning techniques (such as decision trees, nearest neighbors, SVM,

or conditional random fields) and a variety of linguistic features. For example, [4],

who achieved the highest F-score in the shared task, experimented with a variety of

features such as the term and document frequency of the target word in the Simple

English Wikipedia corpus [5], the length of sentences and words, the position of

the target word within sentences, and word embedding. His experiments showed

a minimal improvement when using many features, and thus a single feature was

used for the task: the document frequency of the target word in Simple English

Wikipedia. With this single feature, [4] achieved the highest F-score of 0.353 (the

median was 0.171). However, since the training and test sets used in the shared task
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come from the Simple English Wikipedia corpus themselves, it is not clear how well

the approach would perform on a corpus from a different source. As a result, the

state of the art performance leaves much room for improvement.

To our knowledge, no previous work has specifically investigated the effect of

using the local context of a target word for complex word identification. On the other

hand, the local context has long been used in many natural language applications

such as word sense disambiguation (see [6] for a survey). The words surrounding

a polysemous word have been shown to be particularly informative. As a result, a

variety of strategies to consider the local context have emerged: using only open

class words, using variable-sized windows, or using a decaying function to assign

a weight to contextual features as a function of their distance from the target

word (e.g. [7]). Inspired by work in the field of word sense disambiguation, we have

evaluated the effect of the local context of a target word for the task of complex

word identification. As described below, we have restricted our experiments to a

fixed-size context and a uniform weighting scheme for all features.

3. Dataset

In order to develop and evaluate our approach, we used the SemEval 2016 Complex

Word Identification Dataseta [3]. Each item in the dataset is composed of a sentence,

a target word within that sentence, and a label indicating whether the word is

simple or complex. For example, given the training instance of Example (1) below,

the target word explosion is classified as simple; however in Example (2), the target

anoxic is classified as complex.

(Example 1) During the attack, a blast from the explosion of

gunpowder stored in Captain Jacobs’s house was

heard in Pittsburgh, 44 miles away.

simple

(Example 2) Although anoxic events have not happened for mil-

lions of years, the geological record shows that they

happened many times in the past.

complex

The SemEval-2016 dataset set does contain some peculiarities. First, the training

set is much smaller than the test set, with 2,247 instances for training and 88,221

instances for testing. Second, both data sets are imbalanced, but do not have the

same proportion of complex words, with 31% of words tagged as complex in the

training set and only 5% tagged as complex in the test set. Statistics on the dataset

are summarized in Table 1. Despite these characteristics, we used this dataset for

our experiments, as it constitutes the largest complexity-tagged corpus assembled to

date. However, in order to produce more reliable results, we re-balanced the training

aavailable at http://alt.qcri.org/semeval2016/task11/index.php?id=results
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Data Set # Instances # Complex % Complex # Words

per instance

Training Set 2,237 706 31% 26.8

Test Set 88,221 4131 4.68% 24.3

Table 1. Statistics of the SemEval Complex Word Identification Dataset

and testing sets to a more standard 80/20 split. Specifically, we concatenated the

training and test sets as a single corpus, and used a random 80% static split for

training, and the remaining 20% for testing.

4. Overall Approach

To measure the influence of the local context of a word for complex word identi-

fication, we experimented with several classifiers and a variety of feature sets. In

total, 1619 experiments were conducted. In this paper, we only report the most

interesting ones in Section 5.

4.1. Classifiers

We experimented with five different supervised machine learning models, as imple-

mented in scikit-learn [8].

(1) A random forest model;

(2) An extremely randomized trees model;

(3) A Näıve Bayes model;

(4) A K-nearest neighbors model (with k = 3);

(5) A voting classifier implementing a weighted combination of the above four

classifiers’ predictions.

4.2. Base and Contextual Features

The approach uses two types of features: base features and contextual features.

Base features only consider information inherent to a word without looking at

its context. For example, a word’s length and frequency are the same regardless of

its context. A variety of base features were used in this work, from simple word

frequencies to psycholinguistic features. Table 2 describes these features briefly;

while Section 5 describes each feature in detail.

Base features allow for the identification of target words out of context; however,

the same word, when used in a particular sentence, may be perceived differently

than it would be in another context. For example, in the training set, the word

happened was perceived as being simple in Example (3), below, but as complex in

Example (4).
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# Feature Description

1. goo page count Google n-gram page count
2. goo volume count Google n-gram volume count
3. goo match count Google n-gram word frequency count
4. len Word length
5. pos POS tag
6. wd syn WordNet synonyms
7. mrc conc Concreteness level of the word
8. mrc imag Imagery level of the word
9. mrc fam Familiarity level of the word

10. mrc aoa Age of acquisition of the word
11. mrc k f freq Word frequency according to [9]
12. mrc t l freq Word frequency according to [10]
13. mrc k f nsamp Number of samples in which the word was found according

to [9]
14. mrc nphon Number of phonemes of the word
15. mrc brown freq Word frequency according to [11]
16. mrc nsyl Number of syllables of the word
17. mrc k f ncats Number of categories of text in which the word was found

according to [9]
18. mrc wtype Specific syntactic category of the word
19. mrc status Status of the word according to [12] (eg. dialect, ar-

chaic, . . . )
20. mrc irreg Plurality of the word
21. mrc pdwtype Coarse-grained syntactic category of the word
22. mrc meanc Meaningfulness rating of the word according to [13]
23. mrc tq2 Derivational variant of another word
24. mrc meanp Meaningfulness rating of the word according to Paivio [14]
25. mrc var Words which have the same spelling but different pronun-

ciation and syntactic classes
26. mrc cap Whether or not the word is normally written with an ini-

tial capital letter
27. mrc phon Phonetic information of the word
28. mrc alphsyl Word is an abbreviation, suffix, prefix, is hyphenated or

is a multi-word phrasal unit?

Table 2. Description of the Base Features Used.

In the training set, this phenomenon occurred 94 times (4.18% of the corpus),

and 304 times (1.38%) in the test set. To account for this, in addition to individual

word features, we also took the local context of the target word into account.

(Example 3) There are several stories about Mozart’s final ill-

ness and death, and it is not easy to be sure what

happened.

simple
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# Feature Used in . . . feature set
SemEval SemEval+Google SemEval+Psycho Single Extended

(Section 5.1) (Section 5.2) (Section 5.3) (Section 5.4) (Section 5.5)
1. goo page count X X X
2. goo volume count X X
3. goo match count X X X X
4. len X X X X
5. pos X X X X
6. wd syn X X X X
7. mrc conc X X X
8. mrc imag X X
9. mrc fam X X

10. mrc aoa X X
11. mrc k f freq X
12. mrc t l freq X
13. mrc k f nsamp X
14. mrc nphon X
15. mrc brown freq X
16. mrc nsyl X
17. mrc k f ncats X
18. mrc wtype X
19. mrc status X
20. mrc irreg X
21. mrc pdwtype X
22. mrc meanc X
23. mrc tq2 X
24. mrc meanp X
25. mrc var X
26. mrc cap X
27. mrc phon X
28. mrc alphsyl X

Table 3. Features Used in Each Experiment.

(Example 4) Although anoxic events have not happened for mil-

lions of years, the geological record shows that they

happened many times in the past.

complex

Contextual features consider the surrounding words in order to classify the tar-

get word. Hence the same target word may be classified as complex in a sentence,

but simple in another based on the words around it.

Contextual features supplement the base features of the target word with the

same features of its surrounding words, in addition to using word sequence informa-

tion. In all experiments reported in Section 5, we experimented with seven different

context sizes varying from c = 0 to c = 6. For each context size c, we took into

account:

the n base features of the target word

+ (at most) the n base features of the previous c words

+ (at most) the n base features of the following c words

+ two word sequence features

This gave rise to a maximum of n + (2 × c × n) + 2 features. Note that when
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c = 0, only the base features of the target word are considered and no context is

taken into account. In addition, because the instances in the data set are based on

sentences, we do not cross sentence boundaries to extract context, hence explaining

the at most above. For example, if the target word is the 4th word of a sentence of 8

words, then with a context size of c = 5 only the features of the target word, those

of the 3 previous words, and those of the following 4 words are considered.

The last two features (word sequence features) take into account the probability

of seeing a particular word-based n-gram of size c in the context of a complex

word compared to the probability of seeing the same n-gram in the context of a

simple word. To do this, we used the SemEval training set (see Section 3) to build

a language model for complex-word contexts and a language model for simple-word

contexts, and used the probability of the n-gram occurring in the context of the

target word for each model (complex-word and simple word) as additional features.

5. Experiments

As indicated in Section 4, five supervised learning models were used with a variety

of features. In this section, we describe the results of five different experiments to

evaluate the effect of contextual features. A summary of the features used in each

experiment is available in Table 3.

5.1. SemEval Features

In this first experiment, we used the four features proposed in [15] at the SemEval

shared task. This includes four linguistic features and one psycholinguistic feature.

Much research has linked the comprehension of words to their psycholinguistic fea-

tures (e.g. [16, 17]). To take this information into account, we used the Medical

Research Council (MRC) psycholinguistic database [14]. This electronic resource

contains 150,837 words annotated with a score for up to 26 linguistic and psy-

cholinguistic features collated from the variety of other sources. We did not use the

MRC for its linguistic features (such as frequency or syntactic category) as we had

already used more modern resources for these. The five features used are described

below.

1) Frequency of the target word (goo match count) A great deal of work

in linguistics and psycholinguistics has highlighted the relationship between the

frequency of linguistic elements (such as words, expressions and grammatical struc-

tures) within a text and their level of complexity (e.g. [18, 19, 20]). In light of these

observations, our first feature takes into account the frequency of the target word

in English. For this, we used the of Google Web1T N-gram corpus [21]. The Google

corpus is a collection of English one- to five-grams tagged with their frequencies, or-

ganized by year, which was mined from approximately 1 trillion words from the web.

In order to focus only on recent word usages and to reduce the size of the corpus,

we only considered the frequency of the target word (i.e. Google’s goo match count
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value) in sources indexed after year 2000. This way, we reduced the influence of once

frequently used but now obsolete words.

2) Part of speech tag of the target word (pos) A word may be assigned

different parts of speech depending on its use in context. For example, the word

happening may be used as a verb (in gerund form), as a noun or as an adjective. To

consider that all usages of the same word have the same complexity level would be

a generalisation. For example, a word used as a verb may be perceived as complex,

whereas its use as a noun may not. To account for this, we parsed each sentence of

the dataset with the Stanford POS tagger [22] and used the part of speech tag of

the target word as a feature.

3) Number of synonyms of the target word (wd syn) Our analysis of the

training set revealed that complex words tend to have fewer synonyms than simpler

words. To determine this, we used WordNet [23] to compute the number of synonyms

of each word tagged as complex in the training set versus the number of synonyms

of words tagged as simple. Results show that 33.65% of complex words but only

24.10% of simple words have fewer than four synonyms. Given this observation, we

considered the number of synonyms of the target word as one of our features.

4) Length of the target word (len) Based on the work of traditional text

complexity measures such as the Flesch index [24], we took into account the length

of a word, in terms of the number of characters it contains, as a feature to determine

its complexity.

5) The concreteness level of the target word (mrc conc) Research in psy-

cholinguistics has linked word recognition and comprehension to the use of more

concrete words versus more abstract words (e.g. [17]). For example, words that

refer to objects, materials, or persons are more concrete and hence easier to com-

prehend. To take this information into account, we used the concreteness measure

of the MRC. This concreteness measure is available for 8,228 words and is indicated

by an integer value ranging from 100 (very abstract) to 700 (very concrete). For this

feature, if the target word has a concreteness value in the MRC, we use its value. If

a word has no concreteness value in the MRC, we assign it a value of 400 (average).

Table 4 shows the precision, recall and F-score of the Näıve Bayes and Ran-

dom Forest classifiers for the complex words computed with the official evaluation

script of the SemEval 2016 shared task [3]. We only report here the results of the

Näıve Bayes classifier used as a baseline, and the best performing classifier: a Ran-

dom Forest model. On average, accuracy is around 0.85, but given the imbalanced

dataset, this is not an informative measure, and is therefore not reported in Ta-

ble 4. Note also that the precision, recall and F-score are given in terms of the

complex class, which is the minority class in our data set and therefore the more
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Feature Set Classifier Context Recall Precision F-score

Size (n) Size (c)

SemEval (5) NB 6 0.070 0.891 0.129

SemEval (5) NB 0 0.055 0.970 0.104

SemEval (5) NB 1 0.063 0.940 0.117

SemEval (5) NB 2 0.067 0.917 0.125

SemEval (5) NB 3 0.067 0.915 0.125

SemEval (5) NB 4 0.067 0.916 0.125

SemEval (5) NB 5 0.069 0.897 0.129

SemEval (5) RF 0 0.146 0.699 0.241

SemEval (5) RF 1 0.165 0.687 0.267

SemEval (5) RF 2 0.174 0.683 0.277

SemEval (5) RF 3 0.174 0.681 0.277

SemEval (5) RF 4 0.175 0.680 0.279

SemEval (5) RF 5 0.179 0.669 0.282

SemEval (5) RF 6 0.178 0.667 0.281

Table 4. Performance of the Näıve Bayes (NB) and Random Forest (RF) Models with the SemEval

Feature Set.

difficult class to identify. As the table shows, the F-score of the Näıve Bayes (around

0.12) is typically much lower than that of the Random Forest (around 0.27). The

overall performance of our system is in line with that of the other participants at

the 2016 SemEval Complex Word Identification task (e.g. [25]). As Table 4 shows,

the Random Forest model compares favorably with the median F-score of 0.171 at

SemEval, but is still far from the best score of 0.353 [4]. In addition, the Random

Forest model performs significantly better when the local context of target words is

taken into account. The classifier gradually increases its F-score as more contextual

features are used, reaching 0.281 with c = 6 from 0.241 with c = 0.

5.2. SemEval+Google Features

In order to verify the effect of the context with a different feature set, we ran

the same experiment again, but augmented the SemEval features (see Section 5.1)

with all frequencies provided in the Google Ngram Viewer Version 1. This includes:

(1) goo page count: number of Google pages containing the word

(2) goo volume count: number of Google books (or volumes) containing the

word

(3) goo match count: overall frequency of the word.

As indicated in Table 3, this gave rise to seven features.
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The same five classifiers were used and, again, the Random Forest classifier

achieved the best performance. The results, shown in Table 5, show that the use

of the additional Google frequencies do not improve the F-score. With no contex-

tual window, the F-score of 0.216 is lower than the F-score of 0.241 reached by the

five SemEval features alone. This is surprising, as [4] identifies document frequency

as very informative for the task. However, when examining the influence of con-

text, surrounding words again seem to provide useful clues, as the F-score increases

steadily from 0.216 to 0.267 as the size of the contextual window increases from

c = 0 to c = 6.

5.3. SemEval+Psycho Features

In [15], a feature selection process identified the MRC’s psycholinguistic features

as very discriminating. Hence, as a third experiment, we augmented the five Se-

mEval features with three more psycholinguistic features, resulting in a total of

eight features (see Table 3).

1) The imagery level of the target word (mrc imag) Words with a high level

of imagery evoke a strong sensory experience or arouse mental images quickly and

easily and are therefore more likely to be recalled [26]. To account for these, we used

the MRC’s imagery score. This feature is indicated for 4,825 words on a scale of 100

to 700. For example, the word accident has a value of 518, whereas the word after

has a lower value of 217. As with the concreteness level, if a word has no imagery

value in the MRC, we assign it the average value of 400.

2) The familiarity level of the target word (mrc fam) Likewise, we used the

familiarity level, which is indicated for 4,920 words in the MRC. Scores range from

100 to 700, where higher scores indicate greater familiarity. For example, the word

adze has a low familiarity score, whereas eating has a high score. As with the other

features, if a word has no familiarity value in the MRC, we assign it a value of 400.

3) The age of acquisition of the target word (mrc aoa) Age of acquisition is

an indication of the age when a word is typically learned and has been shown to

be correlated to memory processes (e.g. [27]). The MRC indicates this feature for

3,503 words, again on a scale of 100 (early learning) to 700 (late learning). As with

the other psycholinguistic features, if a word has no age of acquisition value in the

MRC, we assign it a value of 400.

As Table 6 shows, although these features produced the lowest F-score com-

pared to the previous two experiments, the Random Forest model again performs

significantly better when the local context is taken into account. The classifier grad-

ually increases its F-score as more contextual features are used, and peaks at c = 5.
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Feature Set Classifier Context Recall Precision F-score

Size (n) Size (c)

SemEval+Google (7) RF 0 0.129 0.653 0.216

SemEval+Google (7) RF 1 0.147 0.668 0.241

SemEval+Google (7) RF 2 0.157 0.670 0.255

SemEval+Google (7) RF 3 0.159 0.673 0.258

SemEval+Google (7) RF 4 0.162 0.680 0.262

SemEval+Google (7) RF 5 0.164 0.691 0.266

SemEval+Google (7) RF 6 0.165 0.696 0.267

Table 5. Performance of the Random Forest (RF) Model with the SemEval+Google Feature Set.

Feature Set Classifier Context Recall Precision F-score

Size (n) Size (c)

SemEval+Psycho (8) RF 0 0.501 0.112 0.184

SemEval+Psycho (8) RF 1 0.391 0.144 0.211

SemEval+Psycho (8) RF 2 0.340 0.140 0.199

SemEval+Psycho (8) RF 3 0.537 0.149 0.233

SemEval+Psycho (8) RF 4 0.469 0.176 0.256

SemEval+Psycho (8) RF 5 0.548 0.170 0.260

SemEval+Psycho (8) RF 6 0.592 0.107 0.181

Table 6. Performance of the Random Forest (RF) Model with the SemEval+Psycho Feature Set.

However, unlike previous experiments, the F-score decreases when c = 6. It is not

clear what causes this drop, but we suspect that the effect of the context is not as

strong for this set of features, simply because the base features themselves are not

as discriminating as the SemEval or the SemEval+Google feature sets.

5.4. Single Feature

Because the addition of new features did not seem to improve the overall F-score, in

this fourth experiment, we meant to evaluate the influence of the context on a much

smaller set of highly discriminating features. [4] identified the document frequency

as the most discriminating feature at SemEval 2016; therefore, we experimented

with the use of this feature on its own. In a sense, this experiment is similar in

spirit to evaluating the influence of contextual features on the best performing

system at SemEval 2016 [4]. However, recall that the SemEval dataset was created

from the Simple Wikipedia corpus. As opposed to [4], who used frequencies from

the same corpus, we used frequency counts from Google in order to introduce no

bias towards that particular corpus and hence avoiding any overfitting. Therefore,

instead of using Wikipedia’s document frequency, we used Google’s page count
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Feature Set Classifier Context Recall Precision F-score

Size (n) Size (c)

Single (1) RF 0 0.060 0.322 0.101

Single (1) RF 1 0.062 0.184 0.093

Single (1) RF 2 0.043 0.142 0.066

Single (1) RF 3 0.047 0.158 0.072

Single (1) RF 4 0.047 0.142 0.070

Single (1) RF 5 0.054 0.167 0.082

Single (1) RF 6 0.063 0.185 0.094

Table 7. Performance of the Random Forest (RF) Model with the Single Feature (goo page count).

frequency (goo page count).

Table 7 shows the results of the Random Forest model using only Google’s page

count frequency feature. The results show that the use of this single feature is not

sufficient for the task of complex word identification, as its highest F-score is 0.101.

This is very far from the result of 0.353 reported in [4], and we suspect that this

may be due in part to an overfitting of their approach to the corpus. Table 7 also

shows that the context does not seem to help in improving the performance as the

F-score does not increase with the context. Clearly, if weakly discriminating base

features are used, the same features of surrounding words cannot help.

5.5. Extended Feature Set

As a last experiment, we used the full set of 28 features described in Table 2. This

includes:

(1) All three frequencies provided in the Google Ngram Viewer Version 1.

(2) 22 of the 26 featuresb of the MRC psycholinguistic database [14].

The results, reported in Table 8, show a significant improvement of the F-score

compared to the use of the SemEval+Psycho and SemEval+Google features (see

Sections 5.3 and 5.2) with a consistent average around 0.28 compared to 0.22. The

use of all features achieves the same F-score of the orginal SemEval features (see

Section 5.1). In addition, similarly to the results of Table 4, the performance of the

extended feature set shows an increase in F-score as more context is considered.

6. Analysis

Figure 1 shows the F-score of all five experiments described in Section 5 graphically.

As the figure shows, all feature sets benefit from the use of contextual information

bWe did not include: dphon (phonetic transcription) and stress (stress pattern) which are phonetic
in nature, nlet (number of letters in the word) which is already taken into account, and word (the
word itself) which is too sparse and therefore uninformative.
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Feature Set Classifier Context Recall Precision F-score

Size (c)

Extended (28) RF 0 0.145 0.699 0.241

Extended (28) RF 1 0.165 0.687 0.266

Extended (28) RF 2 0.174 0.683 0.277

Extended (28) RF 3 0.174 0.681 0.277

Extended (28) RF 4 0.175 0.680 0.279

Extended (28) RF 5 0.179 0.669 0.282

Extended (28) RF 6 0.178 0.667 0.281

Table 8. Performance of the Random Forest (RF) Model with the Extended Feature Set

when using a Random Forest classifier except when using only the Google page

count feature.

It is interesting to note that the influence of context on the models constructed is

similar regardless of whether the SemEval features, the extended set of features, or

the SemEval+Google feature set is used (see the top 3 lines in Figure 1). However,

the F-score of the model built based on the SemEval+Google feature set is lower

than that of the other two models with the same contextual window size. This seems

to show that various word frequencies are not sufficient for complex word identifi-

cation. In addition, we suspect that the erratic behavior of the Psycho+SemEval

features is due to the limited coverage of the MRC dictionary. Further research

would be necessary to analyze this effect fully.

A closer look at contextual window sizes shows that the top performing models

(SemEval, Extended set, and SemEval+Google) benefit mostly from an increase

in window size from c = 0 to c = 2. The increase in F-score is not as strong for

c > 3 which is to be expected as words further from the target word have a smaller

semantic influence on the target word. This conclusion is in line with work in word

sense disambiguation (e.g. [7]) where the sense of a target word is very dependent

on its local context, but words at longer distance have little influence.

Overall, the Random Forest models using the extended feature set, made of 28

features, and the SemEval feature set, made of five features, achieve the best overall

F-score. The original SemEval feature set with a contextual window size of c = 6

therefore constitutes the preferred feature set as it achieves the best performance,

yet requires fewer resources than the extended feature set.

7. Conclusion and Future Work

In this paper we have evaluated the influence of context in the identification of com-

plex words in natural language texts. We have described five experiments using a

Random Forest classifier with different feature sets evaluated on the SemEval 2016

Word Complexity Data Set [3]. Results show that when using strongly discriminat-

ing base features, the words around the target word can provide important clues
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Fig. 1. F-score of the Random Forest Models with the Various Feature Set as a Function of the
Context Size

that improve the recognition of complex words. However, when weakly discrimi-

nating features, such as Google page count, are used, contextual information is not

useful.

Further investigation could explore the feature weights learned by the Random

Forest classifiers, in order to further reduce the feature sets with minimal loss of

predictive performance.

Another interesting line of further research is the issue of the unbalanced dataset.

As shown in Section 3, the dataset does not contain many training instances for

complex words. Using under-sampling or over-sampling approaches, as in [28], might

lead to better performance. Finally, in our experiments, we used windows of fixed

size, considered all the words in the window and assigned all features the same

weight. It would be interesting to see if using variably-sized contexts, filtering words

within the context, or using different weights for contextual features based on their

distance from the target word would lead to better results.
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