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Abstract. In this paper, we propose a domain and genre-independent
approach to identify the discourse relation called attributive, included in
Grimes’ relation list [7]. An attributive relation provides details about an
entity or an event or can be used to illustrate a particular feature about
a concept or an entity. Since attributive relations describe attributes or
features of an object or an event, they are often used in text summariza-
tion (e.g. [2]) and question answering systems (e.g. [12]). However, to our
knowledge, no previous work has focused on tagging attributive relations
automatically. We propose an automatic domain and genre-independent
approach to tag attributive relations by utilizing dependency relations
of words based on dependency grammars [3]. In this paper, we also show
how attributive relations can be utilized in text summarization. By us-
ing a subset of the BLOG061 corpus, we have evaluated the accuracy of
our attributive classifier and compared it to a baseline and human per-
formance using precision, recall, and F-Measure. The evaluation results
show that our approach compares favorably with human performance.

1 Introduction

According to [15], “Discourse relations - relations that hold together different
parts (i.e. proposition, sentence, or paragraph) of the discourse - are partly re-
sponsible for the perceived coherence of a text”. In a discourse, different kinds
of relations such as contrast, causality or elaboration may be expressed. For
example, in the sentence “If you want the full Vista experience, you’ll want a
heavy system and graphics hardware, and lots of memory”, the first and second
clauses are related through the discourse relation condition. The use of discourse
relations have been found useful in many applications such as document sum-
marization (e.g. [1, 2, 13]) and question answering (e.g. [10, 12]). However, these
relations are often not considered in computational language applications be-
cause domain and genre-independent robust discourse parsers are very few.

1 http://ir.dcs.gla.ac.uk/test collections/blog06info.html



In this paper, we propose a domain and genre-independent approach to iden-
tify the discourse relation called attributive, included in Grimes’ relation list [7].
An attributive relation provides details about an entity or an event. For example,
in Mary has a pink coat., the sentence exhibits an attributive relation because it
provides details about the entity coat. Attributive relations can also be used to
illustrate a particular feature about a concept or an entity - e.g. Picasa makes
sure your pictures are always organized. The sentence of this example also con-
tains an attributive relation since it is describing a particular feature of the entity
Picasa. Even though attributive relations are often used in summarization (e.g.
[13]) and question answering systems (e.g. [12]), to our knowledge, no previous
work has focused on tagging attributive relations automatically. We propose an
automatic domain and genre-independent approach to identify whether a sen-
tence contains an attributive relation by utilizing dependency relations of words
based on dependency grammars [3]. In this paper, we also show how attributive
relations can be utilized in text summarization and how our tagger has been
evaluated in that context.

2 Related Work

Currently, to identify discourse relations automatically from multi-documents,
only a few approaches are available. The most notable ones are the SPADE
parser [14], Jindal et al.’s approach [8], and HILDA [6].

The SPADE parser [14] was developed within the framework of RST (Rhetor-
ical Structure Theory). The SPADE parser identifies discourse relations within a
sentence by first identifying elementary discourse units (EDU)s, then identifying
discourse relations between two EDUs (clauses) by following the RST theory.
However, the attributive relation is not included within these relations.

Another discourse parser is presented in [8]. This parser focuses on tagging
the comparison relation. In order to label a clause as containing a comparison re-
lation, [8] used a set of keywords and annotated texts, and generate patterns for
comparison sentence mining. A Näıve Bayes classifier is then used using the pat-
terns as features to learn a 2-class classifier (comparison and non-comparison).
This approach is used in our summarization system (Section 4.2) to tag intra-
clausal comparison relations; but again, it does not deal with attributive rela-
tions.

Another notable work is that of [6] who designed the discourse parser called
HILDA2 (HIgh-Level Discourse Analyzer) which can tag discourse relations at
the text level. First, this parser extracts different lexical and syntactical features
from the input texts. Then the parser is trained using the RST Discourse Tree-
bank3 (RST-DT) corpus. This parser consists of two SVM classifiers. The first
classifier finds the most appropriate relation between two textual units and the
second classifier verifies whether two adjacent text units should be merged to

2 HILDA: http://nlp.prendingerlab.net/hilda
3 http://www.isi.edu/ marcu/discourse/Corpora.html



form a new subtree. However, the source of the parser is not publicly available
and again does not tag attributive relations.

Other notable works on discourse parsing and discourse segmentation are
proposed by (e.g. [11, 16]). However, the attributive relation is not tagged by
any of these approaches. Discourse parsing systems are being developed in other
languages than English such as [4] for Spanish.

3 A Method based on Dependency Relations

According to [12], an attributive relation provides details about an entity or
event. It can be used to illustrate a particular attribute or feature about a
concept or an entity. For example, Subway sells custom sandwiches and salads.
- contains an attributive relation since it provides an attribute about Subway.
This relation has been used successfully by [12] in question answering and natural
language generation. However, currently, no automatic approach is available to
identify attributive relations.

To develop our method to identify attributive relations, we have performed
a corpus analysis of 200 attributive sentences from the BLOG06 corpus4.

A first analysis of our development set showed that 83% of the time, attribu-
tive relations occur within a clause; as opposed to many other discourse relations
that span across clauses. Due to this, our approach is based on the analysis of
single clauses. To identify attributive relations automatically, similarly to Fei et
al.’s work [5], we have used dependency relations of words based on dependency
grammars [3].

Table 1. Sample Dependency Relations between Words (taken from [5])

Relation Name Description Examples Parent Child

subj subject I will go go I
obj object tell her tell her
mod modifier a nice story story nice

Dependency relations of words are defined based on dependency grammars
[3]. They refer to the binary relations between two words where one word is
the parent (or head) and the other word is the child (or modifier). In this rep-
resentation, one word can be associated with only one parent but with many
children (one word can modify only one other word, but a word can have several
modifiers). Therefore, when the dependency relations of a sentence is created
it will be in the form of a tree (called a dependency tree). Typical dependency
relations are shown in Table 1.

4 BLOG06 is a TREC test collection, created and distributed by the University of Glas-
gow to support research on information retrieval and related technologies. BLOG06
consists of 100,649 blogs which were collected over an 11 week period (a total of 77
days) from late 2005 and early 2006. The total size of collection is 25 gigabytes. In
this corpus, blogs vary significantly in size, ranging from 44 words to 3000 words.



Different words of a sentence can be related using dependency relations di-
rectly or based on the transitivity of these relations. For example, the dependency
relations of the sentence “The movie was genuinely funny.” as produced by the
Stanford parser5 is shown in Figure 1.

Fig. 1. Dependency Relations for the Sentence: The movie was genuinely funny.

The head of the arrow points to the child, the tail comes from the parent,
and the tag on the arrow indicates the dependency relation type. For example, in
Figure 1, both words movie and funny are modifiers of the word was. While, the
word movie is the subject of the word was, the word funny is a direct adjectival
complement (acomp) to the word was. With the help of dependency relations, it
is possible to find how different words of a sentence are related.

In order to develop our classifier, we have first parsed the sentences of our
development set using the Stanford parser. A manual analysis of these parses
showed that to be classified as an attributive sentence, the topic of the sentence
needs to be the descendant of a verb and be in a subject or object relation with
it. However, the topic and the verb can be related in several ways; which we
describe by 3 heuristic rules:

Heuristic 1: The Topic is a Direct Nominal Subject: The topic is a direct
nominal subject, a noun phrase that is the syntactic subject of the verb (e.g.,
subj in the Stanford parser).

Fig. 2. Example of Heuristic 1 to Tag the Attributive Relation

For example, the sentence “Picasa displays the zoom percentage” contains
an attributive relation where the topic “Picasa” is directly related to the
verb “displays” using the dependency relation subj (shown in Figure 2).
This is the most frequently encountered dependency relation which occurs
within a clause in our attributive development set and accounts for 42% of
the development set.

Heuristic 2: A Noun is the Syntactic Subject and the Topic is a Mod-
ifier of the Noun: A noun is the syntactic subject of the sentence and the
topic is a modifier of the noun. This heuristic rule accounts for modifiers
that can be a noun compound modifier (e.g., nn in the Stanford parser),

5 http://nlp.stanford.edu/software/lex-parser.shtml



a propositional modifier (e.g., prep in the Stanford parser) or a possession
modifier (e.g., poss in the Stanford parser).

Fig. 3. Example of Heuristic 2 to Tag the Attributive Relation

For example, the sentence “Frank Gehry’s flamboyant, titanium-clad Guggen-
heim Museum has a similar relationship to the old, masonry city around it.”
contains an attributive relation where the noun “Museum” is the subject
of the sentence and the topic “Frank Gehry” is a possession modifier of the
noun “Museum” (a partial dependency tree is shown in Figure 3). These
dependency relations account for 38% of the development set.

Heuristic 3: A Noun is the Syntactic Direct Object and the Topic is
a Modifier of the Noun: A noun is the syntactic direct object of the verb
(e.g., obj in the Stanford parser) and the topic is a modifier of the noun.
Under this heuristic rule, a modifier can be a noun compound modifier (e.g.,
nn in the Stanford parser).

Fig. 4. Example of Heuristic 3 to Tag the Attributive Relation

For example, the sentence “You can buy two Subway sandwiches for $7.99
on sunday.” contains an attributive relation where the noun “sandwiches”
is the object of the verb “buy” and the topic “Subway” is a modifier of the
noun ‘sandwiches” (a partial dependency tree is shown in Figure 4). These
relations account for 16% of the development set.

Given a sentence and a topic, our rule-based classifier tries to determine if
any of the 3 heuristics shown above are applicable. If this is the case, it tags the
sentence as attributive.

The next section will discuss how attributive relations can be used in blog
summarization and how our approach has been evaluated in that context.

4 Evaluation

To evaluate our attributive tagger, we have performed both an intrinsic and an
extrinsic evaluation.



4.1 Intrinsic Evaluation

For the intrinsic evaluation, we have evaluated the performance of our attributive
classifier against a manually created gold standard using precision (P), recall (R),
and F-Measure (F). For this evaluation, since no standard dataset was available,
we have developed our own test set containing 400 sentences from the BLOG06
corpus; where two annotators manually tagged 200 sentences as attributive and
200 as non-attributive. Discrepancy between annotators was settled through
discussion to arrive at a consensus. It must be noted that both the development
and the test sets contain no common sentences.

In this evaluation, we have also calculated and compared the baseline and
human performance with our classifier’s performance. These were computed as
follows: the baseline method tags a sentence as attributive if the topic of the
sentence is the direct nominal subject (i.e. heuristic rule 1 in Section 3). This
method was chosen because it was the most frequently encountered dependency
relation in our attributive development set (42% of the times). On the other
hand, to evaluate the human performance to tag attributive relations, we asked
two human participants to annotate 100 sentences from the test corpus. These
100 sentences were randomly selected from the corpus where 50 sentences are
positive examples (e.g. attributive) and 50 sentences are negative examples (e.g.
non-attributive). At the end, human performance was compared with the gold
standard using precision, recall and F-measure.

Table 2. Intrinsic Evaluation of the Attributive Tagger

Precision Recall F-Measure

Attributive Classifier 77% 76% 77%

Baseline 39% 67% 49%

Human Performance 79% 88% 83%

Table 2 shows the evaluation results of our attributive classifier. The table
also shows the baseline and human performance for identifying attributive rela-
tions. We can see that the performance of the human participants (F-Measure
= 83%) is much higher than the baseline (F-Measure = 49%). Our attributive
classifier (F-Measure = 77%) performs better than the baseline and is a little
weaker than human participants.

From the evaluation results, we can see that the precision and the overall
F-Measure score of human participants are not very high (around 80%). We
suspect that the reason behind this is that even though attributive relations
are useful in natural language research, this relation is not well recognized and
humans may not be very familiar with it. To verify this, we have calculated the
inter-annotator agreement in tagging attributive sentences using Cohen’s kappa.
The results show that inter-annotator agreement is moderate according to [9]
with a kappa value of 0.51, which seems to support our hypothesis.



4.2 Extrinsic Evaluation

To do the extrinsic evaluation, we have tested our attributive relation identifica-
tion approach with our BlogSum summarizer [13] and have evaluated its effect
on the summaries generated. Let us first describe the summarizer we used and
how the tagger was used.

BlogSum BlogSum is a domain-independent query-based blog summarization
system that uses intra-sentential discourse relations within the framework of
schemata. The heart of BlogSum is based on discourse relations and text schemata.

Text schemata are patterns of discourse organization used to achieve differ-
ent communicative goals. Text schemata were first introduced by McKeown [12]
based on the observation that specific types of schemata are more effective to
achieve a particular communicative goal. Schema-based approaches were also
used by other researchers in the context of question answering and text genera-
tion to generate relevant and coherent text. However, schema-based approaches
are usually domain-dependent where the domain knowledge is pre-compiled and
explicitly represented in knowledge bases or is used for structured documents
(e.g. Wikipedia articles).

BlogSum works in the following way: First candidate sentences are ranked
using the topic and question similarity to give priority to topic and question rele-
vant sentences. Since BlogSum works on blogs, which are opinionated in nature,
to rank a sentence, the sentence polarity (e.g. positive, negative or neutral) is
calculated using a subjectivity score. The subjectivity score of a sentence is also
used to calculate its relevance to the question. To extract and rank sentences,
our approach calculates a score for each sentence using the features shown below:

Sentence Score = Question Similarity + Topic Similarity + |SubjectivityScore|

where, question similarity and topic similarity are calculated using cosine
similarity based on words tf.idf and subjectivity score is calculated using a
dictionary-based approach using the MPQA lexicon6, which contains more than
8000 entries of polarity words.

Then sentences are categorized based on the discourse relations that they
convey. This step is critical because the automatic identification of discourse re-
lations renders BlogSum independent of the domain. This step also plays a key
role in content selection and summary coherence as schemata are designed us-
ing these relations. For predicate identification, BlogSum considers 28 discourse
relations including the attributive relation. Then four different approaches are
used to identify these predicates: a) the SPADE parser [14] (see Section 2); b) a
comparison relations classifier adapted from [8] (see Section 2); c) a topic-opinion
discourse relation tagger, and d) our own attributive tagger described in Section
3. It is to be noted that an analysis of 221 random summary sentences from the

6 MPQA: http://www.cs.pitt.edu/mpqa



BLOG06 corpus shows that 32% of the sentences were tagged by our attributive
tagger.

In order not to answer all questions the same way, BlogSum uses different
schemata to generate a summary that answers specific types of questions. Each
schema is designed based on giving priority to its associated question type and
subjective sentences as summaries for opinionated texts are generated. Each
schema specifies the types of predicates and the order in which they should
appear in the output summary for a particular question type.

Fig. 5. A Sample Discourse Schema used in BlogSum

Figure 5 shows a sample schema that is used to answer reason questions
(e.g. “Why do people like Picasa?”). According to this schema, one or more
topic-opinion or attribution predicates followed by zero or many contingency or
comparison predicates followed by zero or many attributive predicates can be
used7.

Finally the most appropriate schema is selected based on a given question
type; and candidate sentences fill particular slots in the selected schema based
on which discourse relations they contain.

Extrinsic Evaluation within BlogSum To evaluate the performance of our
tagger in an extrinsic evaluation, we used it within BlogSum. In these experi-
ments, we used the original ranked list of candidate sentences before applying
the discourse schema, called OList, as a baseline, and compared them to the
BlogSum-generated summaries with and without the tagger. We used the Text
Analysis Conference (TAC) 2008 opinion summarization dataset8 which is a
subset of BLOG06. The TAC 2008 opinion summarization dataset consists of 50
questions on 28 topics; on each topic one or two questions were asked and 9 to 39
relevant documents were given. For each question, one summary was generated
by OList and two by BlogSum and the maximum summary length was restricted
to 250 words.

7 Following [12]’s notations, the symbol / indicates an alternative, * indicates that
the item may appear 0 to n times, + indicates that the item may appear 1 to n
times.

8 http://www.nist.gov/tac/



With this dataset, we have automatically evaluated how BlogSum performs
using the standard ROUGE-2 and ROUGE-SU4 measures. For this experiment,
on each question, two summaries were generated by BlogSum; one using the
attributive tagger and the other without using the attributive tagger. In this
experiment, ROUGE scores are also calculated for all 36 submissions in the
TAC 2008 opinion summarization track. Table 3 shows the evaluation results.

Table 3. Extrinsic Evaluation of the Attributive Tagger

System Name ROUGE-2 (F) ROUGE-SU4 (F)

TAC Average 0.069 0.086

OList - Baseline 0.102 0.107

BlogSum without Attributive Tagger 0.113 0.115

BlogSum with Attributive Tagger 0.125 0.128

TAC Best 0.130 0.139

The table shows that BlogSum performs better than OList, and performs bet-
ter with the use of the attributive tagger using both ROUGE-2 and ROUGE-SU4
metrics. Without using the attributive tagger, BlogSum misses many question
relevant sentences whereas the inclusion of the attributive tagger helps to in-
corporate those relevant sentences into the final summary. This result indicates
that our attributive tagger helps to include question relevant sentences without
including noisy sentences thus improving the summary content. These results
also confirms the correctness and usefulness of our tagger.

Compared to the other systems that participated to the TAC 2008 opin-
ion summarization track, BlogSum performed very competitively; its F-Measure
score difference from the TAC best system is very small. Both BlogSum and
OList performed better than the TAC average systems.

5 Conclusion and Future Work

In this paper, we have presented a domain and genre-independent approach
to identify attributive discourse relations which provides attributes or features
of an object or an event. We have utilized dependency relations of words to
identify these relations automatically. Evaluation results show that our approach
achieves an F-Measure of 77% on our test-set of blogs, which compares favorably
with humans and is much higher than the baseline. We have also showed that
attributive relations can be used successfully in an application such as blog
summarization to generate informative and question-relevant summaries.

As future work, we would like to evaluate the accuracy of each heuristic and
analyze further the performance of our classifier with the goal of improving its
performance and deal with attributive relations than span across clauses.
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