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Abstract. This paper presents a comparison of various sentence com-
pression techniques with human compressed sentences in the context of
text summarization. Sentence compression is useful in text summariza-
tion as it allows to remove redundant and irrelevant information hence
preserve space for more relevant information. In this paper, we evaluate
recent state-of-the-art sentence compression techniques that are based
on syntax alone, a mixture of relevancy and syntax, part of speech fea-
ture based machine learning, keywords alone and a näıve random word
removal baseline. Results show that syntactic based techniques comple-
mented by relevancy measures outperform all other techniques to pre-
serve content in the task of text summarization. However, further anal-
ysis of human compressed sentences also shows that human compression
techniques rely on world knowledge which is not captured by any auto-
matic technique.

1 Introduction

The goal of sentence compression is to generate a more concise form of a sentence
without losing its grammaticality or its relevant content. Sentence compression
has been used in several downstream natural language processing applications
such as text simplification [1], headline generation [2] and text summarization [3].
In extractive summarization, relevant sentences are extracted from the document
collection and re-ordered to create the final summary. However, since these sen-
tences are not processed or modified, they might contain irrelevant content or
phrases that do not contribute much to the summary content. As an example,
consider the following topic, query and sentence (1)1:

Topic: Microsoft’s antitrust problems

Query: Summarize Microsoft’s antitrust problems, including its alleged
illegal behavior and antitrust proceedings against the company

(1) Under the schedule set by Jackson in April, the Justice Department and
17 states filed a brief with the court on April 28 asking the judge to break
Microsoft into two companies as the remedy for the illegal behavior found
in the long antitrust trial.

1 All examples are taken from the DUC 2007 corpora.
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The candidate sentence (1) does contain relevant pieces of information, but it
may be too long to fit into a summary as it is. In addition, the sentence also
contains several pieces of information that are less relevant to the topic and the
query given and if it were to be inserted as in, it might lower the relevancy of
the overall summary. A few possible shorter or compressed forms of the above
sentence include:

(1c1) Under the schedule set by Jackson in April, the Justice Department
and 17 states filed a brief with the court on April 28 asking the judge to
break Microsoft into two companies as the remedy for the illegal behavior
found in the long antitrust trial.

(1c2) Under the schedule set by Jackson in April, the Justice Department
and 17 states filed a brief with the court on April 28 asking the judge to
break Microsoft into two companies as the remedy for the illegal behavior
found in the long antitrust trial.

(1c3) Under the schedule set by Jackson in April, the Justice Department
and 17 states filed a brief with the court on April 28 asking the judge to
break Microsoft into two companies as the remedy for the illegal behavior
found in the long antitrust trial.

To the best of our knowledge, very little previous work has focused on measur-
ing the contribution of specific sentence compression techniques as a means to
improve summary content.

2 Sentence Compression Techniques

In this section, we present an overview of previous sentence compression tech-
niques that have been proposed. These techniques are based on syntactic struc-
ture based pruning, keyword based pruning, part of speech and syntax related
features based machine learning, or a combination of syntax and relevancy based
pruning. The following sections present these in detail.

2.1 Syntactic Pruning

Predefined fixed syntactic pruning is the basis of many sentence compression
techniques. For example, [4] used complete dependency parses and pruned spe-
cific grammatical structures including prepositional complements of verbs, sub-
ordinate clauses, noun appositions and interpolated clauses. They achieved a
compression rate of 26% while retaining grammaticality and readability of text.
In [5], the authors also applied linguistically motivated syntactic filtering. Using
the TIPSTER [6] corpus, they identified syntactic patterns which were absent
from human-written summaries compared to the original corpus and defined
a trimming algorithm consisting of removing sub-trees of specific grammatical
phrase structures. They have evaluated their pruning technique on the DUC 2003
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summarization task and showed an improvement in ROUGE scores compared to
uncompressed length-limited summaries. Finally, [7] describes the sentence com-
pression module of their text summarization system, based on syntactic level
sentence pruning. They have implemented a module of compression which filters
adverbial modifiers and relative clauses. Their evaluations, performed using the
DUC 2007 summarization track, showed an improvement in ROUGE scores after
applying their compression technique to their summarization system.

2.2 Machine Learning Techniques

Machine learning techniques differ from fixed syntactic pruning in that the words,
phrases or syntactic structures to prune are learned automatically from anno-
tated corpora. [8, 9], for example, remove inessential phrases in extractive sum-
maries based on an analysis of human written abstracts. A syntactic parser is
used to identify different types of phrases which are present in the original sen-
tences but not in human written simplified sentences. These phrases along with
the main noun or verb they are attached to are used to train a Näıve Bayes
Classifier to decide how likely a phrase is to be removed from a sentence. For
evaluation, they have used a metric called success rate, which computes the ratio
between the number of correct prunings the classifier made that agree with the
human annotations over the total number of prunings (the classifier made and
the humans made). The authors have achieved a 78.1% overall success rate but
have noted a low success rate in removing adjectives, adverbs and verb phrases.
However, the effect on overall summary content was not indicated.

On the other hand, [10] introduced semantic features to improve a decision tree
based classification. Here, the authors used Charniak’s parser [11] to generate
syntactic trees and incorporated semantic information using WordNet [12]. The
evaluation showed a slight improvement in importance of information preserved
in shortened sentences. However again, the effect on summarization was not
noted.

[13] points out that text compression could be seen as a problem of finding
a global optimum by considering the compression of the whole text/document.
The authors used syntactic trees of each pair of long and short sentences to de-
fine rules to deduce shorter syntactic trees out of original syntactic trees. They
used the Ziff-Davis corpus for their evaluation as well as human judgment. Simi-
larly, [14] describes the use of integer linear programming model to infer globally
optimal compressions while adhering to linguistically motivated constraints and
show improvement in automatic and human judgment evaluations. [15] have also
described a syntactic pruning approach based on transformed dependency trees
and a linear integer model.

[16] described another machine learning approach to sentence compression.
They first trained a probabilistic model based on Maximum Entropy (ME) to
evaluate how likely an edge of a syntactic tree can be removed based on a set of
features including the part of speech tags of the surrounding words of the edge,
the head of the edge and the modifier of the edge. For the evaluation, summaries
were judged by human annotators and results showed that their compression
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techniques outperform the baseline algorithm yet underperformed compared to
the human annotated compressions.

2.3 Hybrid Methods

The sentence compression technique presented in [17] is based on two main
parameters: syntactic pruning heuristics and a relevancy score. Based on these
two parameters, three different sentence compression techniques were defined:

1. Syntax-driven sentence pruning: The goal of this technique is to preserve
the grammaticality of the sentences while removing predefined syntac-
tic structures that are assumed to always contain secondary informa-
tion. Hence it is expected that removing these grammatical structures
would not remove relevant content significantly. Based on the work of [5]
and [4] (adapted to English), six types of syntactic structures are pruned:
Relative clauses, Adjective phrases, Adverbial phrases, Conjoined verb
phrases, Appositive phrases, Prepositional phrases. This syntax pruning
method is equivalent to those presented in Section 2.1.

2. Syntax with relevancy based pruning: This method tries to ensure that
the syntactic structures pruned do not contain relevant information. [17]
use a relevance score based on tf-idf and cosine similarity with the
topic/query. A relevance score for each sub-tree is calculated and pre-
defined syntactic sub-trees are pruned only if relevance score is smaller
than a given threshold.

3. Relevancy-driven syntactic pruning: This technique focuses primarily on
the relevance score of syntactic structure. Here, no predefined syntactic
structures are used. A relevancy score is computed for each syntactic sub-
structure and the lowest embedding syntactic structures are removed if
their relevance score is below a given threshold. For the sake of preserving
the grammaticality of resulting sentences, syntactic sub-structures that
are marked as noun or verb phrases are not removed.

2.4 Keyword/Phrase Based Techniques

Keyword based techniques take a more conservative approach and use a pre-
defined list of keywords or phrases to identify less significant parts of the text
and remove them from long sentences. [18–20], for example used a keyword list
implemented in an ad hoc fashion to omit specific terms. They have evaluated
their pruning techniques within their CLASSY [19] summarization system with
DUC 2005 [21] and showed an improvement in ROUGE scores. In their partici-
pation to the DUC 2006 [22] automatic summarization track, their system scored
among the top three based on ROUGE scores. The goal of our work was to ap-
ply each type of sentence compression technique for the task of summarization
and evaluate them against human compression techniques. To do so, we have
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performed a series of evaluations based on two factors: the compression rates
and content evaluation of compressed summaries. For content evaluation, we
have evaluated ROUGE measures [23] on compressed summaries and grammar
structure overlap [24, 25, 15] between human compressed summaries and sum-
maries compressed with the automatic sentence pruning techniques. Specifically,
we evaluated the following techniques:

Keyword/Phrase Based Approach. We implemented a keyword based sen-
tence compression using the word/phrase patterns described in [18] and [20] plus
additional patterns that we learned by analyzing human annotated summaries.
The particular keyword/phrase and patterns we used include: meta-data infor-
mation, temporal words/phrases, attributive words/phrases, keywords and key
phrases (e.g. As a result, In contrast, etc.) and specific clauses (e.g. clauses that
starts with which, where or whom, etc.).

Machine Learning Approach. As the second approach, we chose the sentence
compression system described in [16]. This publicly available sentence compres-
sor2 uses a set of features based on part of speech (POS) tags, a Maximum
Entropy based classifier to prune sentences and a Support Vector Regression
Model to select the best candidates of all reduced sentences. The system uses
the Edinburgh’s Written and Spoken corpus3 as the training set of original sen-
tences paired with their human written compressed sentences. Additionally, they
used a language model created using about 4.5 million sentences taken from TIP-
STER corpus [6] in order to rank possible compressed sentences and select the
most likely one.

Syntax and Relevancy. Here, we used the work of [17] (see Section 2.3) that
used syntactic pruning combined with relevancy measures. The implementation
uses the Stanford Parser [26] to generate complete syntactic trees of the sen-
tences. We have evaluated the syntactic pruning based on: syntax alone, syntax
with relevancy and relevancy alone.

Baseline Compression Techniques. In order to compare these sentence com-
pression techniques, we implemented a baseline technique that randomly removes
words and phrases from summaries to reach a particular compression rate. Using
this baseline, we have created compressed summaries with compression rates of
10.5%, 21.5%, 23.4%, 29.8% and 43.1% to correspond to the compression rates
of each sentence pruning techniques: keyword based (10.5%), human compres-
sion and machine learning based (21.5%), syntax with relevancy based (23.4%),
relevancy-driven (29.8%) and syntax-driven (43.1%) (See Section 3.2 below).

2.5 Human Compressed Summaries

To build our human compressed summaries, we have provided a set of summaries
to five human annotators and asked them to reduce their length while preserving

2 http://nlp.cs.aueb.gr/software.html
3 http://jamesclarke.net/research/resources

http://nlp.cs.aueb.gr/software.html
http://jamesclarke.net/research/resources
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important content. We provided the evaluators with a set of summaries created
using the DUC 2007 summarization task [27] along with the relevant topic and
the query used to create these summaries. For this task, we have chosen the
summaries created by the best performing system [28] (based on ROUGE mea-
sures) at the DUC 2007 summarization track. The human annotators were asked
to compress these summaries by removing words or phrases from the sentences
that they considered not relevant to the given topic/query. Each sentence was to
be considered independently of the others; hence the annotators could not use
the context to influence their compression strategies. Human annotators were
chosen from a group of undergraduate and graduate students in different science
and engineering streams.

2.6 Human Compression Rate

First we evaluated the compression rates of the human compressed summaries
and compared these with the compression rates achieved by the automatic prun-
ing techniques. Table 1 shows these word-based compression rates. According
to Table 1, the highest compression rate was achieved by the syntax-driven
technique. The relevancy-driven technique and the syntax with relevancy based
techniques achieved the next highest compressions. Although human compres-
sion varies from 18% to 25%, the annotator average (21.5%) seems to be similar
to the syntax with relevancy based technique (23.4%) and the machine learning
technique (21.5%). In addition, the lowest compression rate was achieved by the
keyword based technique (10.5%).

Table 1. Sentence Compression Rates of Different Techniques

Technique No. of Words Compression

Original Summary 6237 0.0%

Keyword Based Pruning 5579 10.5%

Annotator 1 5106 18.1%

Annotator 2 5052 19.0%

Machine Learning Technique 4914 21.5%

Annotator 3 4897 21.5%

Annotator 4 4889 21.6%

Syntactic with Relevancy 4779 23.4%

Annotator 5 4657 25.3%

Relevancy-Driven 4381 29.8%

Syntax-Driven 3552 43.1%

2.7 Content Evaluation Using ROUGE

In automatic text summarization, the most standard metric used in measuring
summary content is the ROUGE measure [23]. Since we applied sentence com-
pression to text summarization, we measured the effect of the various techniques



Evaluation of Sentence Compression Techniques 559

on content using the ROUGE measure, when sentence compression was applied
to text summarization. Therefore our first attempt at content evaluation was
based on ROUGE F-measure scores (R-2 and SU4) for the original summaries,
the five sets of human compressed summaries and all other automatically com-
pressed summaries. As Table 2 shows, there is a decrease in ROUGE-2 score
between the original summaries and the human compressed summaries. On av-
erage, the annotators have a ROUGE-2 score of 0.120 and ROUGE-SU4 of 0.172
while the original summaries have a ROUGE-2 score of 0.127 and ROUGE-SU4
of 0.179. The one-tailed t-test shows that for all the annotators (except for an-
notator 2), the difference between ROUGE scores compared to the original sum-
mary score is statistically significant with a confidence level of 95%. The t-test
identified four clusters based on ROUGE-2 scores. The first cluster contains the
techniques that scored the best ROUGE-2 scores (the original summaries, anno-
tator 2 and the keyword based technique). Compared to the original ROUGE-2
score, the keyword based technique (ROUGE-2: 0.124) does not show a signifi-
cant decrease in content according the one-tailed t-test with a confidence level
of 95%. However, recall from Table 1 that this technique only removes 10.5% of
words while other techniques remove up to 20-40% of words. It is therefore not
surprising that its ROUGE score be so high.

In the second cluster, we have all other annotators, with a ROUGE-2 score
ranging from 0.119 to 0.118. These ROUGE-2 scores are significantly lower than
the original summary ROUGE-2 scores. This is somewhat surprising as we would
have expected the annotators not to remove too much relevant content; yet
considering that on average, they removed 21.5% of the words (see Table 1).

Table 2. Content Evaluation of Compressed Summaries

Technique R-2 R-SU4

Original Summaries 0.127 0.179

Annotator 2 0.125 0.176

Keyword Based 0.124 0.176

Annotator 1 0.119 0.172

Annotator 3 0.119 0.171

Annotator 4 0.119 0.173

Annotator 5 0.118 0.170

Baseline: Random Compression 10.5% 0.116 0.172

Syntax with Relevancy Based 0.110 0.164

Machine Learning Based 0.107 0.162

Relevancy-Driven 0.106 0.154

Baseline: Random Compression 21.5% 0.102 0.163

Baseline: Random Compression 23.4% 0.100 0.164

Baseline: Random Compression 29.8% 0.085 0.150

Syntax-Driven 0.084 0.134

Baseline: Random Compression 43.1% 0.072 0.137
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They were bound to remove some content. Also surprisingly, this cluster contains
the random compression 10.5% technique with a ROUGE-2 measure of 0.116.

The third cluster includes: syntax with relevancy based, machine learning,
relevancy-driven and two baseline compression techniques (random compression
21.5% & 23.4%). Again, these techniques show significantly lower ROUGE-2
scores than the original summary and the average human ROUGE scores. How-
ever, when tested for significance across each other, the ROUGE-2 scores are
not significantly different.

The last cluster includes the rest of the techniques: baseline random compres-
sion 29.8%, syntax-driven and baseline random compression 43.1% that scored
the lowest ROUGE scores. The ranking of the techniques is more or less the
same when ROUGE-SU4 scores were used for the task. When words are ran-
domly removed, it hurts the grammaticality and the content of the summaries.
However, since ROUGE is only calculated based on bi-gram co-occurrences, it
justifies how random removals (10.5%, 21.5%, 23.4% and 29.8%) showed better
results than most of the automatic sentence compression techniques.

2.8 Content Evaluation Based on Grammatical Relations

Previous work on sentence compression evaluations have typically focused on two
different evaluation methods: ranking of compressed sentences by human judg-
ment or evaluation against human compressed sentences by measuring content
overlap. To follow recent trend (e.g. [25, 15]), we have also evaluated the sentence
compression techniques and the human annotators based on a metric that takes
grammatical relations into account. This metric was first introduced in [24] for
automatic summary evaluation with the goal of improving automatic evaluation
techniques while taking semantic information into account. The authors argue
that it is easy to enhance automatic summary evaluation when a dependency
parser is available by counting co-occurrences of dependency grammar structures
between the gold standard summaries and automatic summaries as opposed to
counting n-gram word co-occurrences as ROUGE does. This technique was used
by [25] to evaluate their sentence compression technique. Following them, [15]
have also used the same mechanism to evaluate their sentence compression tech-
niques, comparing their results to the work of [25]. Table 3 shows the F-measure
calculated for all techniques and all five annotators. The dependency grammar
structure F-measure seems to show some interesting results. Here, we observe
four clusters of grammar structure F-measure (created based on the one-tailed
t-test). The first cluster clearly shows better content evaluation results for all
annotators. The second cluster includes: syntax with relevancy and keyword
based techniques. Here, unlike the ROUGE measure (in Table 2), the depen-
dency grammar metric has penalized the keyword based technique compared
to the human summaries. The third cluster includes machine learning based,
relevancy-driven, syntax-driven and random compression (10.5%) techniques.
Finally, cluster four includes, the rest of the random removals techniques.

Using this grammar-based content metric, all baseline techniques, where
words are removed randomly, have been penalized as expected. In addition,
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Table 3. Content Evaluation of Compressed Summaries Against Human Annotations
Using Dependency Structure Based F-Measure

Technique F-Measure

Annotator 2 0.829

Annotator 1 0.819

Annotator 4 0.817

Annotator 3 0.808

Annotator 5 0.806

Syntactic with Relevancy 0.759

Keyword Based 0.748

Machine Learning Based 0.707

Relevancy-Driven 0.706

Syntax-Driven 0.664

Baseline: Random Compression 10.5% 0.661

Baseline: Random Compression 21.5% 0.514

Baseline: Random Compression 23.4% 0.514

Baseline: Random Compression 29.8% 0.400

Baseline: Random Compression 43.1% 0.278

all the automatic sentence pruning techniques have performed significantly bet-
ter than the random word removal baselines (see Table 3). Finally, the syntax
complemented with relevancy while removing 23.4% of the words (see Table 1)
outperformed all other automatic pruning techniques. This seems to show that
it is useful to have predetermined classes of syntactic structures to remove, but
they cannot be removed systematically without first verifying their content. The
keyword based technique is comparable to the syntax with relevancy in terms of
grammatical F-measure but only removed 10.5% of the words (see Table 1).

3 Discussion

The results of Section 3.4 clearly show that a mixture of syntax and relevancy
give the best grammatical F-measure given its compression rate. In order to
investigate the precision of this approach further, we measured which types of
words and phrase structures the annotators removed. Table 4 shows the syn-
tactic structures removed by the annotators along with the compression rate
achieved by removing only this structure and the percentage of such structures
removed. For example, by removing only prepositional phrases (PPs), the anno-
tators achieve a compression rate of 34.7% on average; but they only removed
12.4% of all prepositional phrases (87.6% of all PPs were left in the compressed
summaries). Apart from individual words, noun and verb phrases, the human
annotators removed the same syntactic structures as the syntactic sentence prun-
ing techniques, but with a much more subtle selection. In other words, although
the removal of PPs account for a great reduction of words (34.7%), only 12.4%
of the PPs were actually removed. In effect, this is what relevance score of the
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Table 4. Sentence Compression Rates of Different Techniques

Syntactic Structure Compression % Removed %

Adverbial Phrases 2.5% 22.0%

Individual Words 2.7% 0.6%

Verb Words 2.8% 1.7%

Adjective Phrases 4.0% 9.4%

Conjoined Clauses 6.4% 9.4%

Appositive Phrases 14.7% 35.2%

Noun Phrases 15.6% 4.1%

Relative Clauses 17.0% 17.2%

Prepositional Phrases 34.7% 12.4%

syntax with relevancy based approach attempted to do; be more subtle about
which structure to remove.

It is interesting to note that none of the techniques we have evaluated remove
noun and verb phrases. However, as shown in Table 4, humans do remove some.
We therefore analyzed these cases to see why they were removed.

In human compressed summaries, a lower percentage of compression was
achieved by removing verb phrases compared to noun phrases (2.8% as opposed
to 15.6%). After analyzing the noun phrases that were removed, we noted that
human annotators seem to remove proper and compound nouns based on their
knowledge level. This seems to be subjective for each individual and reflects the
annotator’s knowledge and perception of the world. As an example, consider the
following sentence, pruned by three different annotators:

(4) Annotator 1: Myanmar’s military government has detained another 187
members of pro-democracy leader Aung San Suu Kyi’s party, bringing the
total to 702 arrested since a crackdown began in May.

(5) Annotator 2: Myanmar’s military government has detained another 187
members of pro-democracy leader Aung San Suu Kyi’s party, bringing the
total to 702 arrested since a crackdown began in May.

(6) Annotator 3: Myanmar’s military government has detained another 187
members of pro-democracy leader Aung San Suu Kyi’s party, bringing the
total to 702 arrested since a crackdown began in May.

Here, Annotator 1 has only removed the adjectival phrase pro-democracy; while,
Annotator 2 has gone a bit further and removed pro-democracy leader. Finally,
Annotator 3 attempted to remove the entire phrase pro-democracy leader Aung
San leaving the remaining phrase, Suu Kyi. This choice seems to be rather sub-
jective and more influenced by the individuals and is difficult to capture through
syntactic pruning rules or relevancy measures or even learned by classifiers.

4 Conclusion and Future Work

In this paper, we have described the evaluation of various sentence pruning
approaches and compared them against human compressed summaries. For this
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task, we used a set of 25 summaries with a word limit of 250, created from
the best performing system [28] based on ROUGE scores in the DUC 2007
summarization track. We have used five sets of human compressed summaries,
created using the DUC 2007 summaries to evaluate various sentence compression
techniques.

First we have evaluated the compression rate of each technique and com-
pared the results against human sentence compression rates. Human sentence
compression had an average compression rate of 21.5% which was similar to
the compression rate of the syntax with relevancy based technique and machine
learning based technique.

We have performed content evaluations using two metrics: ROUGE [23] and
a dependency grammar structure based F-measure [24]. The content evaluation
using ROUGE showed that even human compressed summaries tend to lose
content and the higher the compression rate, the greater the decrease in content
compared to the original summaries. This was clearly visible with the baseline
systems where we used different compression rates (10.5%, 21.5%, 23.4%, 29.8%
and 43.1%). Further, it also showed the weakness of the word-based n-gram
ROUGE measure to capture and evaluate attributes such as grammaticality
and relevancy of content when it comes automatic summarization.

In our second series of content evaluation, we calculated an F-measure metric
based on dependency grammar structures, introduced by [24, 25, 15]. The results
were interesting as they showed that this grammar based metric could discrimi-
nate the loss of grammaticality of the näıve random removal baselines. The over-
all results showed that the highest F-measure was not surprisingly achieved by
the human annotators with an F-measure of 0.81 and out of all automatic tech-
niques, the syntax with relevancy based sentence compression technique showed
the best result with an F-measure of 0.760. Considering that this technique has
a similar compression rate to humans and obtained the best grammar structure
F-measure, we conclude that the syntax with relevancy based pruning technique
seems to model better what humans do. This seems to show that it is useful to
have predetermined classes of syntactic structures to remove, but they cannot
be removed systematically without first verifying their content.

By analyzing the human compressed summaries, we found that annotators
tend to remove syntactic structures more than removing individual words. In
addition, these syntactic structures are similar to the syntactic structures typ-
ically used in automatic approaches. However, annotators do not remove these
syntactic structures systematically but only in certain circumstances. As future
work, it would be interesting to further the investigation of which specific struc-
tures humans remove and which are kept. Finding discriminating features, other
than syntax or relevancy, would be worth looking into.
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