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Abstract. This papers aims to measure the influence of textual genre on the us-
age of discourse relations and discourse markers. Specifically, we wish to evaluate
to what extend the use of certain discourse relations and discourse markers are
correlated to textual genre and consequently can be used to predict textual genre.
To do so, we have used the British National Corpus and compared a variety of
discourse-level features on the task of genre classification.
The results show that individually, discourse relations and discourse markers do
not outperform the standard bag-of-words approach even with an identical num-
ber of features. However, discourse features do provide a significant increase in
performance when they are used to augment the bag-of-words approach. Using
discourse relations and discourse markers allowed us to increase the F-measure
of the bag-of-words approach from 0.796 to 0.878.

1 Introduction

Well-written texts are composed of textual units that are connected to each other via
discourse relations. Such relations (e.g. CAUSE, CONDITION) communicate an infer-
ence intended by the writer and allow the creation of coherent connections between
textual units. Discourse relations can be made explicit through discourse markers such
as but, since, because, etc. or can be left implicit, when no explicit cue phrase is used
to indicate the relation.

Previous work such as [26, 1, 18, 4] has shown a correlation between the use of
discourse relations and certain textual dimensions, such as genre, level of formality
and level of readability. For example, [26] has shown that the distribution of discourse
relations in the PDTB corpus [19] is influenced by the textual genre; that is, texts from
different genres tend to contain more of discourse relations than others.

The goal of this paper is to provide more insight on these preliminary investiga-
tions and measure the influence of textual genre on the usage of discourse relations and
discourse markers on a larger scale. Specifically, we wish to evaluate to what extend
the use of discourse relations and discourse markers are correlated to textual genre and
consequently can be used to predict textual genre. To do so, we have used the British
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National Corpus [2] which contains naturally occurring texts organized into various
textual genres and compared a variety of discourse-level features on the task of genre
classification.

2 Previous Work

In the literature, the term genre is often used to refer to slightly different concepts and
is used in variety of domains such as linguistics, music, web documents, etc. [6]. In
the context of written texts, [16] and [23] define textual genre using external criteria
such as the type of intended audience, the communicative purpose, the activity type,
etc. However, because these external criteria are difficult to detect automatically, efforts
have been made to define textual genre using internal linguistic and structural properties
which are easier to detect and measure [12, 10, 5].

Automatic genre classification is typically based on machine learning techniques
that use structural and linguistic properties of texts. Previous work on automatic genre
classification have generally followed two main approaches: linguistic analysis and
frequency-based techniques. [11] used word and character statistics, part-of-speech
(POS) frequencies as well as function word counts as features sets. They used the Brown
corpus [7] and performed the classification in three genres. These features achieved a
73% accuracy on 4 genres. [12] investigated the influence of four sets of structural
(e.g. POS frequencies), lexical (e.g. word frequencies), character level (e.g. punctua-
tion and delimiter frequencies) and derivative features (i.e. ratio and variation of lexical
and character-level features) on automatic genre classification. They pointed out that
their feature set achieves a higher performance than [11]’s features; however there is
no evidence that this improvement is statistically significant. In addition to focusing on
a wide range of linguistic features, [8] used a bag-of-word document representation;
however the data for this experiment was collected from the Internet which made the
data set biased and evaluation was hard to reproduce. Instead of considering all of the
words in the documents, [22] considered only the most common words in English as
well as punctuation marks as a feature set and classified the Wall Street Journal articles
into its four genres. The most common words in English were extracted from the BNC
corpus. Four genres from the Wall Street Journal formed the corpus, but only 13 to 20
samples per genre were used to get the error rate of less than 7%.

To our knowledge, very little research has explored the influence of discourse-level
properties on automatic genre classification. [26] has investigated the influence of tex-
tual genre on the usage of discourse relations within the PDTB corpus [19]. Although
the corpus was rather small and skewed (1902 documents in the news genre, 104 docu-
ments in essays, 55 in summaries, and 49 in letters), she showed that the distribution of
discourse relations is influenced by the textual genre. Moreover, it was pointed out that
the genre appears to be a predictive feature for labelling discourse relations, especially
when there is no lexical cue to signal the relation. More recently, [1] studied the usage
of discourse relations across textual genres, and also across sub-topics of each genre.
In their investigation, a wide range of corpora across various textual genres were used
(e.g. [3], [24], [25], [19] and [20]). According to their corpus study, certain discourse
relations are more likely to occur in certain textual genres, and further down, in certain
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sub-topics of these specific genres.

As a follow-up to these recent works, we wanted to investigate if the differences in
discourse-level usage noted by [26] and [1] were sufficient to be used as features for a
textual genre classification task.

3 Methodology

3.1 The Corpus

In order to perform textual genre classification, we used a subset of the British National
Corpus [2]. The British National Corpus (BNC) is a collection of English documents
(100 million words) from various sources, both written and spoken. This corpus was
selected because it is significant in size and is already divided into 8 textual genres. In
this work, we only considered 4 of these genres, as we only deal with written documents
(as opposed to spoken) and the definition of some classes is rather broad. The subset
of the BNC that we used is composed of 2,179 documents (about 60,000,000 words)
divided in 4 different textual genres:

1. Academic Prose (ACPROSE) is composed of documents containing specialized ex-
planations in a specific field of study, such as research papers, academic theses, and
studies. These types of documents are typically segmented into distinct sections,
such as abstract, methodology, discussion, and results, each making use of various
discourse structures.

2. Fiction (FICTION) contains documents that follow the general structure of a fic-
tional story. It should be noted, that the structure of narrative fiction is not very
strict.

3. News (NEWS) contains documents which retell series of events. These are typically
news articles, recaps of sporting events, or political editorials.

4. Non-academic Prose and Biographies (NONAC) have a similar communicative
purpose to academic prose. However, whereas academic prose targets audiences
at the university-level, non-academic prose targets audiences with general knowl-
edge. The NONAC genre is also mostly divided into sections, with the exception
of biographies, with each section having its own discourse sructrure.

Table 1 summarizes the subset of the BNC used in our experiments. As Table 1
shows, the corpus is somewhat balanced both with respect to the number of documents
(with NONAC being more frequent), and with respect to the number of words (with
NEWS being generally shorter).

3.2 Discourse Features

In order to extract discourse-level information, the documents from the BNC subset
were parsed using the PDTB End-to-End Discourse Parser [17]. Several publicly avail-
able discourse parsers could have been used (eg. [17, 14]). We chose the End-to-End
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Textual Genre Total
ACPROSE FICTION NEWS NONAC

Number of documents 497 452 486 744 2,179
Number of words 15,715,469 15,806,443 4,300,672 24,064,370 59,886,954
Average nb of words / document 31,621 34,970 19,158 32,345 27,484

Table 1. Statistics on the BNC sub-Corpus Used

parser as it is the most commonly used parser and provides local discourse-level in-
formation such as the type of discourse relations (i.e. implicit or explicit), the name of
the relation (known as its sense) and the discourse marker when applicable. The End-
to-End parser uses the PDTB [19] set of discourse relations organised into 3 levels of
granularity: 4 relations at level 1, sub-divided into 12 relations at level 2 themselves
sub-divided into 23 relations at level 3. For the purpose of this work, we considered the
12 relations1 at level 2 for which the End-to-End parser achieves the best performance.
In addition, to tag discourse markers, the End-to-End parser uses the set 100 discourse
markers from the PDTB.

Several features were used in order to evaluate the influence of discourse-level in-
formation on textual genre:

Discourse Relations (DR) at level-2 of the PDTB were used as the first set of features.
As indicated above, these were extracted from the documents using the End-to-
End Discourse parser [17]. For this feature, we used all the relations identified by
the End-to-End parser regardless of how these were realized in the documents:
explicitly through a discourse marker or implicitly2. This gave rise to 12 features.
For the value of each DR feature, we used the Log Likelihood ratio as defined by
[21]. This measure was used as it indicates how many times each DR is more likely
to occur in a specific genre as opposed to another.

Discourse Markers (DM) can be used to signal several discourse relations. For ex-
ample, the marker since can signal a TEMPORAL or a CAUSAL relation. According
to [15], markers can signal on average 3.05 different relations in the PDTB. The DR
feature above takes into account both explicitly stated relations (those signalled via
a discourse marker), as well as implicit relations (those that are not signaled by
a marker). In order to focus only on explicit relations and to minimize the effect
of mislabelled discourse relations, we also used discourse markers (as tagged by
the End-to-End parser) as a feature set. Previous work have used different sets of
discourse markers (e.g. [13]); however, to ensure consistency with the previous fea-
ture, we used the list of 100 discourse markers used in the PDTB corpus [19].
Here also, we used the Log Likelihood ratio to calculate how many times more
likely each DM is in each genre. Each document is represented as a vector of 100

1 which include ASYNCHRONOUS, SYNCHRONOUS, CAUSE, CONDITION, CONTRAST, CON-
CESSION, CONJUNCTION, INSTANTIATION, RESTATEMENT, ALTERNATIVE, EXCEPTION and
LIST.

2 We experimented with using only explicit relations and only implicit relations, but the results
were not conclusive.
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features (one for each DM), and the value of each feature is its Log Likelihood
ratio.
It is important to note that the discourse markers that we used, actually mark a re-
lation. Indeed, some cue phrases (such as and) may be used to signal a discourse
relation (e.g. CONJUNCTION) or may be used in a non-discourse marking role. Sec-
tion 4.3 analyses the difference between the use of discourse markers (that do signal
a discourse relation) as opposed to cue phrases (that may not signal a relation).

Bag-of-words (BOW) To compare the effectiveness of the above features, we used a
standard bag-of-words approach as a baseline. Words were extracted after case-
folding, stemming, and digit and punctuation removal. In addition, for comparative
purposes, we also used the Log Likelihood ratio of words across the four genres
and only considered the words that had a Log Likelihood ratio up to 100 times less
than the highest Log Likelihood ratio. This gave rise to 2,233 features.

Table 2 summarizes statistics on the discourse-level features extracted from our
BNC sub-corpus. As Table 2 shows, the NEWS genre seems to contain significantly
less DRs, but recall from Table 1 that it also contains less words. On average, this genre
contains more DRs (1 DR every 7.30 words) compared to the other genres (1 DR every
13 or 18 words for the other genres). Another interesting remark is that the NEWS
genre seems to use more discourse markers (on average, 1 word out of 22 is a marker)
whereas the other genres have a marker every 44 to 50 words.

Textual Genre Total
ACPROSE FICTION NEWS NONAC

Number of Discourse Relations (DR) 836,861 1,236,677 591,463 1,335,213 4,000,214
Number of Discourse Markers (DM) 343,170 352,772 197,395 498,281 1,391,618
Number of Cue Phrases (CP) 1,190,664 1,148,681 285,221 1,804,345 4,428,911

Ratio nb of words / DR 18.78 12.82 7.30 18.18 15.15
Ratio nb of words / DM 47.61 45.45 22.22 50.00 43.48

Table 2. Discourse-level Features in the BNC sub-Corpus Used

4 Results and Analysis

To perform the classification task, we used 3 classifiers provided by WEKA [9]: Multi-
nominal Naïve Bayes, Decision Tree, and Random Forest. The first two classifiers were
used as a baseline; while the Random Forest was investigated for its properties of re-
ducing overfitting.

4.1 Initial Results

Table 3 shows the results obtained in terms of precision, recall, and F-measure using
10-fold cross validation. The last column of Table 3 indicates if there is a statistically



6 Classification of Textual Genres using Discourse Information

significant decrease (⇓) or no difference (=) in F-measure compared to the bag-of-words
(BOW) model.

As Table 3 shows, the best results are consistently obtained using the bag-of-words
features, regardless of the classifier used. This set of features is however, much larger
than the others (2,233 vs 100 and 12). The performance of discourse markers (DM),
with only 100 features, is very close to that of the BOW. In the case of the Random
Forest classifier, it even achieves the same performance as BOW3. Finally, discourse
markers (DM) achieve a better F-measure with all three classifiers, than discourse rela-
tions (DR).

Classifier Features # Features P R F Stat. Sign.
Naïve Bayes BOWtop2233 2233 0.761 0.745 0.733

DM 100 0.682 0.662 0.653 ⇓
DR 12 0.550 0.517 0.511 ⇓

Decision Tree BOWtop2233 2233 0.757 0.746 0.748
DM 100 0.695 0.695 0.695 ⇓
DR 12 0.629 0.629 0.629 ⇓

Random Forest BOWtop2233 2233 0.816 0.798 0.796
DM 100 0.797 0.800 0.797 =
DR 12 0.717 0.717 0.715 ⇓

Table 3. Initial Results of the Classification Task

4.2 Influence of the Feature Size

As shown in Table 3, the BOW features achieve the best results; however, it has two
major drawbacks: First, it constitutes a much larger feature set than the other two ap-
proaches, and second, the actual words used as features need to be identified for each
corpus and hence these features are tailored for the corpus at hand. On the other hand,
discourse relations and discourse markers both constitute a small feature set and the
features are fixed for all corpora. To investigate this further, we performed additional
experiments, but this time, we reduced the number of features so as to be at par across
all experiments. Specifically, we took:

1. BOWtop12: the top 12 most discriminating words.
2. BOWrandom12: 12 random words, to be used as a baseline.
3. BOWtop100: the top 100 most discriminating words.
4. BOWrandom100: 100 random words, to be used as a baseline.
5. DMtop12: the top 12 most discriminating discourse markers.

The results are shown in Tables 4 and 5. Not surprisingly, random words always
achieve the lowest performance (equivalent to picking the most frequent genre). Most
importantly, the tables show that even when the cardinality of the features sets are iden-
tical, the BOW approach still outperforms discourse relations and discourse markers.

3 The difference between the two F-measures is not statistically significant.
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Classifier Features # Features P R F Stat. Sign.
Naïve Bayes BOWtop12 12 0.679 0.617 0.610

DR 12 0.550 0.517 0.511 ⇓
DMtop12 12 0.598 0.607 0.573 ⇓
BOWrandom12 12 0.347 0.250 0.227 ⇓

Decision Tree BOWtop12 12 0.689 0.682 0.682
DR 12 0.629 0.629 0.629 ⇓
DMtop12 12 0.622 0.622 0.619 ⇓
BOWrandom12 12 0.322 0.349 0.266 ⇓

Random Forest BOWtop12 12 0.729 0.720 0.717
DR 12 0.717 0.717 0.715 ⇓
DMtop12 12 0.675 0.669 0.661 ⇓
BOWrandom12 12 0.457 0.351 0.266 ⇓

Table 4. Results of Classification Tasks using 12 Features

Classifier Features # Features P R F Stat. Sign.
Naïve Bayes BOWtop100 100 0.723 0.705 0.681

DMtop100 100 0.682 0.662 0.653 ⇓
BOWrandom100 100 0.425 0.411 0.382 ⇓

Decision Tree BOWtop100 100 0.746 0.737 0.739
DMtop100 100 0.695 0.695 0.695 ⇓
BOWrandom100 100 0.532 0.511 0.504 ⇓

Random Forest BOWtop100 100 0.818 0.805 0.805
DMtop100 100 0.797 0.800 0.797 ⇓
BOWrandom100 100 0.544 0.525 0.519 ⇓

Table 5. Results of Classification Tasks using 100 Features

4.3 Discourse Markers versus Cue Phrases

Recall from Section 3.2, that to be considered a discourse marker, cue phrases need
to mark a discourse relation. For example, the cue phrase since was considered as a
discourse marker only if it marked a discourse relation (i.e. CAUSE). If the since did
not mark a relation, as in:

(1) Equitable of Iowa Cos., Des Moines, had been seeking a buyer for the 36-store
Younkers chain since June, when it announced its intention to free up capital to
expand its insurance business 4.

then it was not counted as a feature. The intuition behind this was to avoid adding noisy
features as these cue phrases are often grammatical words. The disadvantage, however,
is that a discourse parser is required to parse the documents in advance to identify dis-
course relations and markers. To evaluate if the use of such a discourse parser was
really necessary, we compared the use of both cue phrase (CP) and discourse markers
(DM). Hence we performed the same genre classification task again but replaced dis-
course markers (DM) with their corresponding cue phrases (CP) without verifying if

4 The example is taken from the PDTB [19].
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these were used to mark a discourse relation of not. As shown in Table 6, using all cue
phrases does not provide as much information as using only the cue phrases that signal
a discourse relation. This seems to show that it is not the cue phrase per se that is a
discriminating feature, but its discourse usage.

Classifier Features Used Nb. Features P R F Stat. Sign.
Naïve Bayes DM 100 0.682 0.662 0.653

CP 100 0.544 0.493 0.493 ⇓
Decision Tree DM 100 0.695 0.695 0.695

CP 100 0.560 0.559 0.549 ⇓
Random Forest DM 100 0.797 0.800 0.797

CP 100 0.606 0.603 0.595 ⇓
Table 6. Results of Classification using Discourse Markers (DM) vs Cue Phrases (CP).

4.4 Feature Combination

As Sections 4.1 and 4.2 showed, regardless of the number of features, discourse fea-
tures alone do not achieve the performance of BOW. However, since these features are
complementary, we tried to combine them to see if discourse features could somehow
improve the BOW model. We used the best performing BOW approach (BOWtop2233)
and augmented it with discourse relations only, discourse markers only and both dis-
course relations and markers.

As Table 7 shows, augmenting the BOW model with all discourse features (DM +
DR) increases the F-measure of all classifiers significantly. For example, the F-measure
of the Random Forest classifier increases from 0.796 to 0.878 with discourse features.
Note that this increase in performance is significant and only requires the addition of
112 features (12 DR + 100 DM). The difference between the effect of discourse markers
and discourse relations is not significant - however, because the two features measure
essentially the same linguistic phenomena, the use of both features may not be neces-
sary. The best performance was in fact achieved using a Random Forest classifier with
the BOW model and only the addition of discourse markers (F=0.884). Considering that
discourse relations are made up of only 12 features, they might constitute a good choice
to augment the standard BOW approach.

5 Conclusion and Future Work

This paper aimed to measure the influence of textual genre on the usage of discourse
relations and discourse markers. Specifically, we evaluated to what extend the use of
discourse relations and discourse markers are correlated to textual genre and conse-
quently can be used to predict textual genre. To do so, we have used a subset of the
British National Corpus and compared a variety of discourse-level features on the task
of genre classification.
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Classifier Features # Features P R F Stat. Sign.
Naïve BOWtop2233 2233 0.761 0.745 0.733
Bayes BOWtop2233+DR 2245 0.809 0.807 0.803 ⇑

BOWtop2233+DM 2333 0.806 0.804 0.801 ⇑
BOWtop2233+DM+DR 2345 0.806 0.804 0.801 ⇑

Decision BOWtop2233 2233 0.757 0.746 0.748
Tree BOWtop2233+DR 2245 0.809 0.810 0.809 ⇑

BOWtop2233+DM 2333 0.811 0.811 0.811 ⇑
BOWtop2233+DM+DR 2345 0.810 0.810 0.810 ⇑

Random BOWtop2233 2233 0.816 0.798 0.796
Forest BOWtop2233+DR 2245 0.879 0.879 0.870 ⇑

BOWtop2233+DM 2333 0.884 0.884 0.884 ⇑
BOWtop2233+DM+DR 2345 0.878 0.878 0.878 ⇑

Table 7. Final Results of the Classification Task

The results show that individually, discourse relations and discourse markers do not
outperform the standard bag-of-words approach even when the number of features is
identical. However, discourse features do provide a significant increase in performance
when they are used to augment the bag-of-words approach. Using discourse relations
and discourse markers allowed us to increase the F-measure of the BOW approach
from 0.796 to 0.878. This seems to show that discourse information models a linguistic
phenomenon which the bag-of-words does not. The bag-of-words approach can model
well textual topic, however for textual genre, this approach is not enough, and can be
complemented by discourse information.

Our investigations also showed that although the BOW approach achieves a better
performance, the actual words used as features need to be identified for each corpus and
hence these features are tailored for the corpus at hand. On the other hand, discourse
relations and discourse markers both constitute a small feature set (12 relations and 100
markers) and the features are fixed for all corpora. Using only these features, the Naïve
Bayes and Decision Tree approaches achieve lower results than the the BOW approach;
however, with the Random Forest classifier, discourse markers alone achieve results
that are statistically equivalent to the tailored BOW approach. If tailoring the feature set
to the corpus is not an option, discourse markers constitute a very good alternative for
genre classification.

Another interesting result is the fact that not all cue phrases are discriminating for
genre classification. Our results show that using cue phrases (since, and, because . . . )
that actually mark a discourse relation produce a higher performance than using all cue
phrases regardless of whether they signal a discourse relation or not. This is not surpris-
ing, as most cue phrases are grammatical words that have a low discriminating power.
The fact that discourse markers are good indicators of textual genre may indicate that
their usage to mark discourse relations is different across genres.

Our work has focused on the analysis of 4 genres of the British National Corpus.
An obvious question to investigate is the validity of our results on other corpora. The
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Brown corpus [7], for example, also provides samples of different genres and could be
used to validate our results.

Another very interesting question is to investigate how the conclusions drawn from
our work can be used to improve discourse parsing. Our experiments seem to show
that different genres have different discourse properties that are significant enough to
be used as a basis for textual genre classification. Therefore, as [26] noted, it might be
the case that knowing the textual genre of a document could be an interesting feature
to improve discourse parsing. Knowing, for example, that the text being parsed is an
academic prose as opposed to a work of fiction might be useful to properly label a text
span with a discourse relation as opposed to another.
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