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Abstract. This paper presents machine learning approaches based on
supervised methods applied to triage of health and biomedical data. We
discuss the applications of such approaches in three different tasks, and
evaluate the usage of triage pipelines, as well as data sampling and fea-
ture selection methods to improve performance on each task. The scien-
tific data triage systems are based on a generic and light pipeline, and
yet flexible enough to perform triage on distinct data. The presented ap-
proaches were developed to be integrated as a part of web-based systems,
providing real time feedback to health and biomedical professionals. All
systems are publicly available as open-source.

1 Introduction

Scientific data processing is a very important and often critical step in the rou-
tine of life science practitioners. In certain cases, the ability to find crucial infor-
mation quickly can be decisive to help patients, or to avoid bottlenecks in the
scientific research workflow. Health care and biomedical professionals can make
use of many online data sources, which can provide them with essential infor-
mation. For example, scientific researchers constantly rely on online literature
databases to support their work, while health care professionals have the oppor-
tunity of following up closely on patient conditions through their interactions
on health forum posts. Going through these large sets of data to fetch critical
pieces of information can be overwhelming. Systems that perform scientific data
triage automatically can therefore be a powerful tool for health and biomedical
professionals, since they can help with identifying relevant information faster
in large datasets. Additionally, the automatic triage when integrated in web-
based systems, can provide a data relevance feedback in real time for life-science
professionals.

In this paper, we present three automatic approaches based on supervised
machine learning to perform scientific data triage. Supervised methods make
use of relevant data that was previously labeled by the subject experts to derive
a pattern, used as a model. This model is applied to predict the relevance of
new data that needs to be analyzed. We present three supervised learning ap-
proaches for automatic triage of biomedical and health data, that are suitable for



web-based systems. First, we describe an approach to select scientific literature
related to fungal enzymes that can be used in bioproduct conversion processes.
Second, an approach to support scientific literature screening for HIV systematic
reviews is described. Finally, we present an on-going project to predict the sever-
ity of user posts in the ReachOut mental health forum. These approaches were
developed using open access data, and are based on light and generic methods.
Their design allow for their usage on various data, as well as their integration in
online platforms.

2 Related Work

Systems developed to support health and biomedical practitioners are important
tools to help dealing with large amounts of scientific data in a responsive and
efficient manner [15, 8]. Health and biomedical data available online represent a
highly valuable, often essential, resource in the routine of science professionals
and researchers [14, 9].

Data triage systems can assist these professionals in acquiring knowledge
from scientific data, allowing them to save time, scale up their work, and reduce
bottlenecks in their knowledge discovery or response workflow [20, 16]. More im-
portantly, health and biomedical triage tools can be decisive to keep up with
the quick pace of scientific research, and the need of timely responses in health
care when data are found in online platforms. Studies have investigated several
approaches to better performing scientific data triage. Machine learning meth-
ods have been applied to handle large biological datasets [21], sort scientific
literature in systematic review workflows [5, 21], help identify mental health is-
sues [18], and recognize user sentiments [19]. Previous works have evaluated the
importance of integrating intelligent systems to web-based environments to as-
sist scientific data processing. Their applications are numerous, such as heart
disease automatic classification [17], literature mining [12], or even finding pat-
terns in bioimages [10]. In this context, specific strategies to process data can be
substantially beneficial for integrating supervised learning methods into online
platforms. Methods such as data sampling [7] and feature selection [11] have been
shown to reduce the computational cost of learning tasks, while still maintaining
or even improving performance [22, 4].

Here, we describe the methods implemented to tackle the scientific data triage
in three different tasks, using supervised machine learning, data sampling and
feature selection. The approaches were developed to be integrated in web-based
systems.

3 Proposed Triage Approaches

We describe here three approaches proposed to handle the task of health and
biomedical data triage. The tasks presented are (1) Discovery of fungal enzymes,
(2) HIV systematic review, and (3) Response urgency of mental health forum
posts. These approaches were developed to meet the specific requirements of each



application, such as utilizing the most fitting feature set, and handling different
data inputs. However, the presented systems are based on a generic pipeline and
architecture. This allows them to be used in other applications and domains.
Such approaches can not only be applied in tasks handling data regarding new
topics, but can also be easily integrated in online and real-time systems.

The pipeline of the data triage systems is based on a supervised machine
learning approach, which is divided in two phases: training and testing. Before
being able to provide relevance predictions for new data, the triage systems
have to be trained based on manually labeled corpora. Documents in the train-
ing corpora were labeled according to their relevance for health and biomedical
practitioners, given a certain topic. In task (1), documents were labeled as ei-
ther positive or negative. In task (2), documents were labeled as either included
or excluded. For these cases, positive or included documents were the ones of
potential interest. In task (3), documents were labeled as crisis, red, amber or
green, to indicate the urgency of a forum moderator to intervene. After being
trained, the systems are capable of outputting predictions for new data. The
data triage systems presented here were applied in different tasks. However their
architecture follows the same pipeline, divided into four lightweight and generic
main modules:

Data Handling: this module is responsible for processing the data, by handling
all input documents, labeled or unlabeled. During this step, selected content
from documents is gathered, after going through normalization processes.

Feature Extraction: at this step, discriminative features are extracted from the
training data. Multiple feature extraction methods can be applied, and they can
be used in an combined manner, creating a feature set. The usage of different
features yields distinct performances depending on the task subject. Addition-
ally, features can also go through a filtering process, where feature selection
algorithms are used to identify which features seem more discriminative for a
given task.

Model Building: this module represents the task data in terms of the feature set
chosen. At this step, a model is generated after processing the features repre-
senting the data, using a classification algorithm. The model generated by the
training data and selected feature set is what provides knowledge to the triage
systems, since it depicts the underlying pattern in the task data.

Document Predictor: the prediction module relies on the model generated by the
Model Building module. Once new unlabeled input data are represented in the
same manner as the training data (using the same feature set), the triage systems
make use of the generated model to output relevance predictions regarding these
new data.

The data triage approaches can be easily integrated in online platforms, and
provide real-time feedback for new input data. Each triage system was incorpo-
rated in web-based applications, to support professionals in going through large
volumes of health and biomedical data. In the following Sections, we provide
further details regarding the approach adopted in each of the three triage tasks.



3.1 Discovery of Fungal Enzymes

The task of discovering fungal enzymes [2] aimed at selecting relevant literature
to support the identification of fungal enzymes used in industrial processes.
To identify the most fitting set-up for this task, over 100 classification models
were designed and evaluated, using 4 feature settings, 3 supervised learning
algorithms, and 9 differently balanced corpora.

The feature settings were composed of Enzyme Commission (EC) num-
bers, Bag-of-Words (BOW) representation of the document content, and an-
notated bio-entities, which were extracted from documents with the help of
the mycoMINE [13] annotation tool. The different corpora were generated based
on a data sampling technique, applied to study the usage of corpora with more
equally balanced class distributions. The three algorithms used in this task were
Näıve Bayes (NB), Logistic Model Trees (LMT), and Support Vector Machine
(SVM).

The system for discovery of fungal enzymes was created to be integrated
with the Proxiris [6] web-based tool, which supports scientific data mining by
identifying entities of interest in web literature. Combining both approaches
facilitates the discovery process of candidate fungal enzymes, since users can
visualize entities of interest in the literature, and have a relevance prediction
about the whole document in real-time.

3.2 HIV Systematic Review

The process of systematic reviews entails finding studies that can answer a given
research problem. The HIV systematic review triage [3] was developed to support
researchers working on the SHARE 1 database in identifying potentially relevant
literature.

Over 100 classification models were analyzed to identify the most appropriate
configuration to address the problem, using 3 feature types, 2 feature selection
methods, 5 differently balanced corpora, and 3 classification algorithms: NB,
LMT, and SVM.

The different corpora used in this task were also generated based on sampling
techniques, to analyze the results of training based on various class distributions.
The feature sets were composed of different combinations of a BOW representa-
tion of the document content, SHARE experts selected keywords, and Medical
Subject Headings2 (MeSH) terms found in documents. Two methods were used
to filter out features according to their discriminative power, : Inverse Document
Frequency (IDF) and Odds Ratio (OR).

The HIV systematic reviews triage was designed to be integrated in the
SHARE web-based tool, to help researchers in the process of quickly determining
if new documents should be reviewed by SHARE curators.

1 http://www.hivevidence.ca
2 https://www.ncbi.nlm.nih.gov/mesh



3.3 Response Urgency of Mental Health Forum Posts

The third system, for triage of mental health forum posts [1], was developed for
the CLPsych Shared Task3. The goal of the system is to guide forum moderators
to quickly assess the response urgency required from a post, given the content
that the user has posted.

A specific normalization method was created to handle the forum data. User
posts contained images, URLs, and emoticons, which were replaced by a corre-
sponding word, since they could be helpful to indicate the sentiment related to
a post.

The feature set used in this task was made of bigrams (consecutive word
pairs), Part-of-Speech (POS) tags, and sentiments. The vocabulary of two sen-
timent libraries was selected to annotate post sentiments, while the POSTag-
gerAnnotator 4 was used to annotate POS tags in posts. All feature types were
filtered using a Correlation-based Feature Selection (CFS).

The automatic classification of posts was performed by Bayesian Network
(BN), Sequential Minimal Optimization (SMO), and LMT algorithms. A rule-
based classification method was merged with the automatic classification output
to finally provide risk predictions for each post. The rules were based on a
discriminative vocabulary selected from the least represented (and more urgent)
post labels: red and crisis.

One of the CLPsych task interests is to integrate the proposed techniques in
the web forum ReachOut5, so forum moderators can assess in real time if user
posts need to be treated urgently.

4 Experimental Results

We present here the summary of results for each of the three tasks described in
this paper. Since over 100 models were evaluated for some of these tasks, we will
only present the models that yielded the best performances, in addition to an
explanation of the best result obtained on each triage.

Discovery of Fungal Enzymes The experiments ran for the discovery of fungal
enzymes (see Section 3.1) evaluated the usage of different balance ratios for the
training corpora (using various ratios of positive labeled documents), classifica-
tion algorithms, and feature combinations.

The performance is shown for the least represented positive label. Table 1
shows that the best results were achieved with training corpora presenting a
balanced distribution of labels, the LMT and SVM classification algorithms,
and either the BOW representation of documents or all the features combined.
The results are ranked by F-2 score, a generalization of the F-measure (harmonic
mean of Precision and Recall) using twice the weight for Recall than Precision.

3 http://clpsych.org/shared-task-2016/
4 http://nlp.stanford.edu/software/tagger.shtml
5 http://au.reachout.com/



The model that yields the best performance is composed of the LMT clas-
sifier, using a balanced dataset (containing 40% of positive documents), and
represented by a combination of all the feature types. Another model that yields
similar performance, is composed of the SVM classifier, a balanced dataset (con-
taining 35% of positive documents), and BOW features.

Positive label % Feature set Classifier Precision Recall F-m F-2

40% all features LMT 0.361 0.847 0.506 0.670
30% all features LMT 0.398 0.780 0.527 0.650
35% BOW SVM 0.369 0.800 0.505 0.650
35% BOW LMT 0.359 0.807 0.497 0.650
35% all features SVM 0.357 0.793 0.493 0.640

Table 1. Task (1): Best Results on the Discovery of Fungal Enzymes

HIV Systematic Review The triage for HIV systematic reviews (see Section 3.2)
also evaluated training data sampling, along with a comparison between the use
of SHARE keywords, BOW or BOW with MeSH terms as features. The usage of
BOW and MeSH terms was also analyzed before and after IDF and OR feature
selection methods. Table 2 reports the results obtained with LMT and SVM
models, which demonstrated better performance.

Models using OR as feature selection used ≈80% less features than models
without any feature selection, and yet yielded comparable results. Also in this
task, performance metrics are shown for the least represented included label.

The best model is composed of the LMT classifier, a balanced dataset (con-
taining 40% of positive documents), and no feature selection. The model com-
posed of the same configurations, but utilizing OR as feature selection, achieves
similar performance, but the process considerably less data after filtering out
features.

Positive label % Feature set Feature selection Classifier Precision Recall F-m F-2

40% BOW + MeSH N/A LMT 0.467 0.900 0.615 0.759
40% BOW + MeSH OR LMT 0.445 0.882 0.591 0.737
30% BOW N/A SVM 0.540 0.800 0.645 0.730
30% BOW OR SVM 0.497 0.827 0.621 0.730

Table 2. Task (2): Best Results on HIV Systematic Review

Response Urgency of Mental Health Forum Posts The approaches that best
suited the triage of mental health forum posts were chosen after performing ex-
periments evaluating different techniques. At first, a relevant set of features was
selected, based on the CFS method. The relevant features were used to generate
a supervised classification model, and get predictions on the data. Additional
predictions were obtained through a rule-based classification approach. Finally,
the supervised and rule-based classification predictions were merged to produce
the final predictions.



Performance is presented in terms of the official CLPsych metrics, which
included accuracy and macro-averaged F-score (macro F-m). The task metrics
are based on the system capability of highlighting the labels of higher interest
(crisis, red, and amber). Table 3 shows that the best results were achieved using
the merged approach, using SMO and a set of 5 rules, and LMT using a set of
3 rules.

Approach macro accuracy non-green v. non-green v.
F-m green macro F-m green accuracy

SMO + 5 rules 0.29 0.74 0.68 0.82
LMT + 3 rules 0.27 0.72 0.72 0.83
LMT + 5 rules 0.26 0.72 0.72 0.83

LMT only 0.25 0.75 0.75 0.85

Table 3. Task (3): Best Results on Response Urgency of Mental Health Forum Posts

5 Conclusion

In this paper we presented an overview of three different approaches to perform
triage of scientific data. We evaluated the performance of several supervised
learning models by using a common data triage pipeline between all tasks. At
the same time we applied specific methods to meet the requirements of each task,
such as data sampling and feature selection. The scientific data triage pipeline is
based on light and generic modules, allowing the systems to be used to process
other data types, and to be integrated in online platforms.

Generally, models using the LMT classifier outperformed all other models.
Models based on SVM, however, yielded similar performance to LMT models,
and can be suitable if an even shorter response time is required. The usage of
dataset sampling yielded better performance on tasks (1) and (2), and feature se-
lection methods improved performance on tasks (2) and (3). Such techniques al-
low the classification models to perform well using less computational resources,
providing lightweight solutions that can respond efficiently in real-time and on-
line systems.

Ongoing work Novel classification approaches are being developed to improve
the results on task (3). Along with evaluating the system with a new dataset,
two different methods are currently under development and testing: ensemble
classification and deep neural networks.

The systems presented in this paper are publicly available, and can be found at:
https://github.com/TsangLab/triage
https://github.com/TsangLab/mycoSORT
https://github.com/BigMiners/CLPsych2016 Shared Task
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