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Preface

Welcome to the 11th International Conference on “Recent Advances in Natural Language Processing”
(RANLP 2017) in Varna, Bulgaria, 2-8 September 2017. The main objective of the conference is to
give researchers the opportunity to present new results in Natural Language Processing (NLP) based on
modern theories and methodologies.

The conference is preceded by two days of tutorials (5–6 September 2015) and the lecturers are:

• Ondrej Bojar and Jindrich Helcl (Charles University)

• Noa Cruz (Virgen del Rocio Hospital, Seville)

• Veronique Hoste and Orphee De Clercq (Ghent University)

• Sanja S̆tajner (Mannheim University)

The conference keynote speakers are:

• Robert Dale (Language Technology Group)

• Josef van Genabith (DFKI, Saarbruecken)

• Veronique Hoste (Ghent University)

• Roberto Navigli (Sapienza University of Rome)

• Joakim Nivre (Uppsala University)

This year 25 regular papers, 40 short papers, 40 posters, and 2 demos have been accepted for presentation
at the conference. In 2017 RANLP hosts five workshops on influential NLP topics: Natural Language
Processing and Information Retrieval; Knowledge Resources for the Socio-Economic Sciences and
Humanities; Human-Informed Translation and Interpreting Technology; Biomedical Natural Language
Processing; and Language Technology for Digital Humanities in Central and (South-)Eastern Europe.

The proceedings cover a wide variety of NLP topics, including but not limited to: deep learning;
machine translation; opinion mining and sentiment analysis; semantics and discourse; named entity
recognition; coreference resolution; corpus annotation; parsing and morphology; text summarisation and
simplification; event extraction; fact checking and rumour analysis; NLP for healthcare; and NLP for
social media.

We would like to thank all members of the Programme Committee and all additional reviewers. Together
they have ensured that the best papers were included in the proceedings and have provided invaluable
comments for the authors.

Finally, special thanks go to the University of Wolverhampton, the Bulgarian Academy of Sciences, the
AComIn European project, and Ontotext for their generous support of RANLP.

Welcome to Varna and we hope that you enjoy the conference!

The RANLP 2017 Organisers
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Abstract

Argument labeling of explicit discourse
relations is a challenging task. The state
of the art systems achieve slightly above
55% F-measure but require hand-crafted
features. In this paper, we propose a Long
Short Term Memory (LSTM) based model
for argument labeling. We experimented
with multiple configurations of our model.
Using the PDTB dataset, our best model
achieved an F1 measure of 23.05% with-
out any feature engineering. This is sig-
nificantly higher than the 20.52% achieved
by the state of the art RNN approach, but
significantly lower than the feature based
state of the art systems. On the other hand,
because our approach learns only from the
raw dataset, it is more widely applicable to
multiple textual genres and languages.

1 Introduction

In well written texts, discourse relations are used
to provide additional meaning to the underlying
content by connecting two textual segments log-
ically. This in turn facilitates the reader’s under-
standing of the text. For example, in:

(1) We would stop index arbitrage when the
market is under stress. 1

two discourse segments, or arguments (Arg1 in
italics and Arg2 in bold), are explicitly connected
via the connective underlined and related by the
discourse relation of CONDITION. Discourse rela-
tions can be made explicit through the use of dis-
course connectives such as although, but, since,
because, etc. or can be left implicit, when no ex-
plicit cue phrase is used to signal the relation.

1 This example is taken from the Penn Discourse Tree-
bank (Prasad et al., 2007).

Discourse parsing involves two main tasks: (1)
argument labeling, or identifying the boundaries
and labeling Arg1 and Arg2, and (2) relation la-
beling, or identifying the discourse relation that
holds between the arguments. Because discourse
parsing allows a deeper understanding of the com-
municative goal of text segments, it has been
used in a variety of downstream NLP applica-
tions such as text summarization (Barzilay and
Lee, 2004; Yoshida et al., 2014) and question-
answering (Chai and Jin, 2004; Verberne et al.,
2007).

As witnessed in the recent CoNLL shared tasks
(Xue et al., 2015, 2016), full end-to-end discourse
parsing is still a challenge. In particular, argument
labeling is difficult as the exact boundaries of both
Arg1 and Arg2 must be identified. The state-of-
the-art system (Wang and Lan, 2016) achieves an
F-measure of only 55.11% and thus leaves much
room for improvement. Most work in this do-
main make use of a variety of hand-crafted fea-
tures that do not handle long-distance dependen-
cies well. However, the great majority of discourse
arguments are not adjacent to one another and long
distance features are important for this task.

In this paper, we investigate the use of recurrent
neural networks for discourse labeling. Specifi-
cally, we investigate the use of Long Short Term
Memory (LSTMs) to better handle long term de-
pendencies and automatically extract and embed
the features without prior input. We show that
a widely applicable model can be produced by
learning from the input data alone, and learning
the features directly. This allows more general-
ized applications of our model across multiple text
genres as well as languages. We also show that
the approach does not suffer from long distance
dependencies and achieves stable results regard-
less of the distance between Arg1 and Arg2. To
our knowledge, this is the first attempt at argument
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labelling using Deep Learning architectures that
uses no hand-crafted features and achieves good
results in contrast to the existing systems which
rely on hand-crafted features during the learning
process of the model.

2 Related Work

Due to the CoNLL 2015 and 2016 shared tasks
(Xue et al., 2015, 2016), much recent work has
addressed the problem of discourse parsing. How-
ever, much work is still needed in order to reach
the human performance of 82.8% reported by
(Miltsakaki et al., 2004). Discourse parsing con-
sists of both: (1) argument labeling and (2) re-
lation labeling (e.g. (Lin et al., 2014; Laali
et al., 2015; Kong et al., 2014; Xue et al., 2015,
2016)). The approaches used for argument la-
beling at CoNLL 2015 (e.g. (Laali et al., 2015;
Son et al., 2015; Zhou, 2015) largely consisted of
standard supervised machine learning techniques
such as Support Vector Machines (SVMs), Con-
ditional Random Fields, Naive Bayes and Maxi-
mum Entropy (MaxEnt) and viewed the problem
as a sequence labeling task. These models used
syntactic positional and lexical features (such as
the first word after the discourse connective) to
learn to identify discourse arguments. These tra-
ditional methods achieved F-scores in the order
of 45-55%. In 2016, several Convolutional Neu-
ral Networks (CNNs) and Recurrent Neural Net-
works (RNNs) were introduced for relation label-
ing (Qin et al., 2016). However, for argument la-
beling, only (Wang et al., 2015) used RNNs with
word embeddings as input which were learned
specifically from the training corpus and com-
bined these with hand engineered features based
on part of speech tags as well as other linguis-
tic information. The group also used a classifier
to determine whether a discourse relation spanned
over more than one sentence and based on its
output used separate classifiers for same-sentence
and multiple-sentence relations. However their F1
score of 20.52% was still significantly below the
F1 scores of traditional methods. While apply-
ing hand engineered features in a machine learn-
ing model does provide good results, it however,
forces the model to be specific to the dataset that
it is applied to. As a result, the model is un-
able to perform well with other datasets where ei-
ther the content of the dataset differs or the lan-
guage (Prasad et al., 2011). In contrast, if a ma-

chine learning model is configured to learn fea-
tures solely on the training dataset, it would be
able to generalize over larger datasets of different
domain with relative ease.

3 Motivation

A major problem in argument labeling is that argu-
ments may be dependent on long distance features.
For example, in:

(2) These are all market excesses (putting aside
the artificial boosts that the tax code gives to debt
over equity), and what we’ve seen is the market
reining them in.
Arg1 and Arg2 are separated by 14 words2.

These words, known as attribution, are a chal-
lenge for standard features. For example, fea-
tures from (Wang et al., 2015) such as “1st Previ-
ous Word of Connective”, “2nd Previous Word of
Connective”, “1st Previous POS of Connective ” or
“2nd Previous POS of Connective”, do not handle
non-adjacent arguments well. Table 1 shows the
number of instances in the PDTB dataset (Prasad
et al., 2007) used at CoNLL 2015 and 2016 that
do not have consecutive arguments. As Table 1
shows, 78% of Arg1 and Arg2 are not located
consecutively and 24% are separated by at least
5 words. Standard machine learning techniques
have much difficulty to account for these and a
standard RNN approach (as used by (Wang et al.,
2015)) also suffers from long distance dependen-
cies between Arg1 and Arg2 due to the prob-
lem of vanishing/exploding gradients (Hochreiter
et al., 2001). When attempting to incorporate in-
formation between words in arguments that are
non-consecutive, as the distance between argu-
ment increases, the information collected either
converges to zero or to infinity resulting in over-
or under-estimating the learning of the neural net-
work. On the other hand, LSTMs can control this
behaviour and have been shown to model long dis-
tance dependencies much better (Hochreiter and
Schmidhuber, 1997). For this reason, we experi-
mented with such an approach.

4 Experiment

4.1 Corpus
To train and validate our LSTM approach, we used
the Penn Discourse Treebank Corpus (PDTB)
(Prasad et al., 2007). The PDTB has become

2The connective acts as a marker for the start of Arg2,
and therefore it is not included in this calculation.
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Figure 1: Architecture of model m1 (top) and model m2 (bottom)

Table 1: Statistics on the distance (in number of
word tokens) between Arg1 and Arg2 in the ex-
plicit relations in the training and test set of the
PDTB Dataset (Prasad et al., 2008)

Distance Number of instances Percentage
0 3,554 22.29%
1 8,582 53.82%

2-10 1,743 10.93%
>10 2,066 12.96%
Total 15,945 100.00%

Table 2: Number of instances in the PDTB Dataset
Dataset Explicit Non-Explicit Total
Training 15,246 17,289 32,535
Testing 699 737 1,436
Total 15,945 18,026 33,971

the standard dataset in discourse parsing, thanks,
in part, to the CoNLL shared tasks (Xue et al.,
2015, 2016). Using this corpus allowed us to
compare our work with the state of the art sys-
tems. The PDTB contains both explicit relations
(marked with discourse connectives such as be-
cause or but) as well as non-explicit relations. Ta-
ble 2 shows statistics of the dataset.

Since we focused on explicit relations only, the
dataset was first cleaned by removing all non-
explicit relations. As is standard in the field,
we used sections 2-21 of the PDTB for training
and section 22 was used for testing. Thus, about
15,246 instances such as example (1) in Section 1
were used for the training process and 699 were
used for testing.

4.2 Network Architecture

For our experiments, we used a neural network
composed of Long Short-Term Memory (LSTM)
cells (Hochreiter and Schmidhuber, 1997). An
LSTM is a specialized form of a Recurrent Neu-
ral Network (RNN) where a neuron is replaced
with a memory cell. The memory cell is able to

learn and hold information to take into account
long term dependencies, thus allowing to over-
come the problem of vanishing and exploding gra-
dients with RNNs (Hochreiter et al., 2001).

In order to learn the position of Arg1 and Arg2
and the length of these segments from the data
only, we experimented with two main architec-
tures. The first architecture shown in Figure 1
(top) is composed of an embedding layer that
feeds directly into a Bidirectional LSTM layer.
The Bidirectional LSTM layer is composed of 100
LSTM cells (for each direction) and the initial-
ization is performed via the Glorot Uniform tech-
nique (Glorot and Bengio, 2010). The Bidirec-
tional LSTM outputs are then fed into a fully con-
nected layer which outputs the probability of 4
possible labels: Arg1, Arg2, connective or
none for each input word. In the second archi-
tecture, shown in Figure 1 (bottom), we added a
dropout layer as well as a fully connected layer at
the end of the first model. This is shown in Fig-
ure 1. We tested our architectures with different
dimensions of word embeddings and decided to
use a value of 300 as it resulted in a higher accu-
racy with the training set (see Section 4.3). Thus,
this created the 2 models below:

1. m1: Bidirectional LSTM layer + vectors of
300 words

2. m2: Bidirectional LSTM layers + Dense +
Dropout + Dense + vectors of 300 words

Using both models, we also experimented with
randomly generated embeddings as well as pre-
computed word embeddings from (Pennington
et al., 2014) (see Section 4.3). All models were
learned over 50 epochs. The cost function was
minimized via the Adam Optimizer (Kingma and
Ba, 2015), a memory efficient stochastic optimizer
that relies on first order differentials only and cal-
culates updates via the first and second order mo-
ments of the gradients thereby resulting in a linear
update process. The cost was minimized over the
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Figure 2: F1 score on the test set as a function of the number of iterations on the training set for Arg1
(top), Arg2 (middle) and Arg1+Arg2 (bottom)

We would have to wait until we have collected on those assets
[1, 2, 3, 4, 5, 6, 1, 7, 8, 9, 10, 11, 0, 0,..., 0]

Figure 3: Example with words in a training instance labelled with the corresponding numeric value

mean of the labels for an entire mini batch pro-
vided in a single iteration.

4.3 Data Preparation

To provide as input to the neural networks, the
training instances were converted into a numeric
matrix structure. Since word embeddings are up-
dated dynamically, we used pre-computed GloVe
embeddings (Global Vectors for Word Represen-
tation) (Pennington et al., 2014) in one set of ex-
periments and random values in another set. This
was done by creating a dictionary of words and as-
signing each word to a random numeric value. As
shown in Figure 3, a “zero word” was added to the
vocabulary as a placeholder to pad sentences to an
equal length. This length was set to 1,170 words,
which is the size of the longest discourse segment
containing both Arg1 and Arg2 segments in the
PDTB training dataset. Thus the input data was
a 2 dimensional matrix of a fixed size of 300 by
1,170. The use of fixed size vectors was not a
necessary requirement for the network, but it was
mechanically easier to have consistency within the
dataset. The label vectors were also correspond-
ingly padded with the none class. This allowed
the network to learn the end of the Arg1+Arg2
sequence.

5 Results and Analysis

To evaluate our approach, we used the official
CoNLL scoring module3 and modified it to cal-
culate the performance for explicit relations only.
Specifically, the scoring module provides the
scores for the exact match for Arg1 only, Arg2
only and Arg1+Arg2, for every instance in the
test set.

For both models, the performance was evalu-
ated at every epoch for a total of 50 evaluation
points. Figure 2 shows the F1 scores of the models
for Arg1 only, Arg2 only and Arg1+Arg2. As
the graphs show, after about 10 epochs all models
seem to stabilize and learn at a much slower rate
hence reaching a saturation point.

Table 3 shows the performance of our ap-
proaches compared to the state of the art sys-
tems. As the table shows, hand-engineered ap-
proaches still out perform our LSTM methods
with F-measures between 55% to 46% for both
Arg1+Arg2. However, compared to (Wang
et al., 2015), both m1 and m2 outperform their
RNN approach which did incorporate some hand-
engineered features. It is also worthwhile to note
that pre-computed embeddings result in slightly
higher F1 measures for Arg1+Arg2 than the ran-
dom embeddings (25.75% versus 23.75% for m2
and 24.89% versus 22.75% for m2) . This is most
likely because of the sparsity of the words used

3 available at https://github.com/attapol/conll16st
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Figure 4: Plot of the distance-based F1 scores for Arg1 (top), Arg2 (middle) and Arg1+Arg2 (bottom)

in the dataset. Since not all words are equally
weighted, the system is unable to learn the rela-
tionship of those words in a given argument di-
rectly from the dataset. Therefore, having pre-
computed embeddings assist in optimizing the
learning process for those words.

Because Arg2 is structurally bound to the con-
nective, in the case of explicit relations, identify-
ing the connective gives strong evidence to locate
Arg2. On the other hand, Arg1 is much harder
to identify as it can be located in various posi-
tions relative to Arg2. In the case of our LSTM
based approach, it is interesting to note that while
the F1 scores of Arg1 and Arg2 independently
are quite lower than the state of the art, this dif-
ference diminishes drastically for the combined
Arg1+Arg2 F1 scores. This is because the neu-
ral network optimizes over an entire instance and
hence tries to maximize the score for both argu-
ments combined as opposed to independently op-
timizing Arg1 and Arg2 labeling.

To verify how our LSTM based approach han-
dled long term dependencies, we separated the test
dataset by distance and computed a distance-based
F1 score. Recall from Section 2 that the distance
is measured by the number of words between the
closest words of Arg1 and Arg2 excluding the
connective. Thus we count from the end of Arg1
to the start of Arg2 or the connective whichever
comes first when Arg1 precedes Arg2 and from
the end of Arg2 or the connective whichever

comes last to the start of Arg1 when Arg2 pre-
cedes Arg1. Figure 4 shows the F1 scores for
both the models learned with randomly initial-
ized embeddings, calculated at their last epoch,
as a function of the distance between Arg1 and
Arg2. It is interesting to note that while model
m1 random seems to perform better on the longer
distance based relations (greater than 9), model
m2 random still gets a better Arg1+Arg2 ac-
curacy score. Moreover, both models do not show
any correlation in their F1 measure as the distance
increases. This indicates that both models are un-
affected by long and short distances between the
arguments of a discourse relation.

6 Conclusion and Future Work

This paper has presented a novel approach for ar-
gument labeling based on LSTMs. To our knowl-
edge, this is the first attempt at using Deep Learn-
ing for this task that achieves good results without
any features in comparison to the existing systems
which rely entirely or partially on hand-crafted
features. The approach adds value to this domain
by decoupling the feature specificity of the PDTB
dataset with the problem at hand. Thus, by us-
ing LSTM networks, it is possible to generalize
the accuracy over different dataset. However, fur-
ther research is required to prove this hypothesis
¿¿. We experimented with two configurations of
our model and showed that using the PDTB train-
ing set, our best model achieved 23.05% F1 mea-
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Table 3: F1 scores of our LSTM models for explicit relations compared to the best (hand-crafted) ap-
proaches and to (Wang et al., 2015)

Model Arg1+Arg2 Arg1 Arg2 Method
(Wang and Lan, 2016) 55.11% 62.01% 81.26% Linear classification
(Schenk et al., 2016) 54.41% 61.97% 78.87% CRF
(Qin et al., 2016) 53.44% 60.99% 79.94% SVM
(Oepen et al., 2016) 51.37% 60.72% 75.83% SVM
(Kong et al., 2016) 46.37% 52.89% 74.81% MaxEnt
m2 GloVe 25.75% 42.06% 41.49% Bidirectional LSTM
m1 GloVe 24.89% 42.35% 39.48% Bidirectional LSTM
m2 random 23.75% 39.63% 37.34% Bidirectional LSTM
m1 random 22.75% 36.62% 38.63% Bidirectional LSTM
(Wang et al., 2015) 20.52% 28.55% 41.78% RNN

sure without feature engineering. We have shown
that our LSTM-based models deal well with the
long term dependencies of explicit discourse re-
lations, an important problem with standard ma-
chine learning techniques.

A number of improvements can be suggested
over this approach. As shown in Table 3, at this
point feature-engineered approaches still provide a
better performance than our LSTM-based method
especially for labeling Arg2. To address this, it
would be interesting to explore the use of a cas-
cading network where a first network identifies the
relative location of Arg1 with respect to Arg2
then forwards the discourse to a specialized net-
work capable of learning only that specific type of
location. In order to see how much weight is as-
signed to the discourse connective by the model,
one could also test this approach on the implicit re-
lations of the PDTB dataset. Finally, applying this
approach on the Chinese Discourse Tree Dataset
(Zhou and Xue, 2015) would also be helpful in
providing stronger evidence that the features that
are learned are independent of the context and lan-
guage.
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