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Abstract
Neural Machine Translation (NMT) has experienced significant growth over the last decade.
Despite these advancements, machine translation systems still face various issues. In
response, metamorphic testing approaches have been introduced for testing machine trans-
lation systems. Such approaches involve token replacement, where a single token in the
original source sentence is substituted to create mutants. By comparing the translations of
mutantswith the original translation, potential bugs in the translation systems can be detected.
However, the selection of tokens for replacement in the original sentence remains an intrigu-
ing problem, deserving further exploration in testing approaches. To address this problem,
we design two white-box approaches to identify vulnerable tokens in the source sentence,
whose perturbation is most likely to induce translation bugs for a translation system. The first
approach, namedGRI, utilizes the GRadient Information to identify the vulnerable tokens for
replacement, and our second approach, named WALI, uses Word ALignment Information
to locate the vulnerable tokens. We evaluate the proposed approaches on a Transformer-
based translation system with the News Commentary dataset and 200 English sentences
extracted from CNN articles. The results show that both GRI and WALI can effectively gen-
erate high-quality test cases for revealing translation bugs. Specifically, our approaches can
always outperform state-of-the-art automatic machine translation testing approaches from
two aspects: (1) under a certain testing budget (i.e., number of executed test cases), both GRI
andWALI can reveal a larger number of bugs than baseline approaches, and (2) when given a
predefined testing goal (i.e., number of detected bugs), our approaches always require fewer
testing resources (i.e., a reduced number of test cases to execute).

Keywords Neural network · Neural machine translation · Software testing

1 Introduction

Machine translation systems have enabled the automatic translation of text from a source
language to a target language, breaking the communication barriers among people from
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different countries over the Internet. Despite the significant advancements, machine trans-
lation systems are still susceptible to various forms of noise and input variations (Belinkov
and Bisk 2018; Karpukhin et al. 2019; Khayrallah and Koehn 2018), resulting in potential
misunderstandings and translation errors. Consequently, testing machine translation systems
have become increasingly critical as the use of these systems continues to expand (Lihua
2022; Zhang et al. 2022).

In recent years, several techniques, including SIT (He et al. 2020), PathInv (Gupta et al.
2020), TransRepair (Sun et al. 2020), and CAT (Sun et al. 2022), have been proposed to
evaluate the efficacy of machine translation systems. Most of the existing research (He et al.
2020; Gupta et al. 2020; Sun et al. 2020, 2022; Xie et al. 2020) utilizes metamorphic testing
strategies wherein a token or phrase from the original source sentence is substituted. Such
substitutes may introduce controlled modifications to the translation output. The resulting
translations are then compared to detect errors in the translation systems.

A potential problem for the aforementioned testing techniques is that they do not consider
the different levels of impact that each token of a source sentence has on the translation output.
Substituting a randomly selected tokenmay cause slowexecution,waste resources, and hinder
scalability for large datasets. For example, only 100 translation bugs are detected using over
ten thousand mutated sentences by the PathInv strategy (Gupta et al. 2020), yielding a very
low bug detection rate. Similarly, CAT (Sun et al. 2022) may substitute a token that has little
impact on the translation output. For example, for a source sentence “It has retreated from
them since it nearly collapsed eight years ago and had to be bailed out.”, CAT (Sun et al.
2022) generatesmutants by replacing the token “eight” with “three”, “five”, “ten”, and “two”.
However, the token “eight” has little effect on the translation output, making these mutants
less effective test cases. On the contrary, replacing other tokens such as “ago” with “back”
can cause a significant change in the translation, exposing the susceptibility of the translation
system under test to subtle modifications. These examples highlight the importance of token
selection for replacement in the machine translation system testing approaches.

Therefore, in this work, we propose two white-box approaches to identify vulnerable
tokens in source sentences, whose perturbation is most likely to induce translation bugs for
a translation system. The first approach, named GRI, utilizes the GRadient Information to
identify the vulnerable tokens for replacement, and our second approach, namedWALI, uses
Word ALignment Information to locate the vulnerable tokens. GRI identifies the tokens in
the source sentence with large gradients as candidates for replacement. WALI calculates the
confidence score for each of the tokens in the target translation sentence and then adopts the
word alignment information to map the target token to the source token. The source token
whose aligned target token has a low confidence score is identified as a vulnerable token
for replacement. The identified tokens can be iteratively replaced with semantically similar
substitutions for mutant (i.e., test cases) generation. The translation system takes the newly
generated mutants as input and returns corresponding translations. If the difference between
the new translations and the original translation exceeds a threshold, a translation bug will
be reported.

We compare our approaches with three baseline approaches, CAT (Sun et al. 2022),
TransRepair (Sun et al. 2020), and SIT (He et al. 2020), which are state-of-the-art machine
translation testing techniques. We apply the approaches (our GRI and WALI, and baseline
approaches) to test a Transformer-based translation system (Helsinki-NLP 2020b) with two
commonly used datasets (Sun et al. 2022, 2020; He et al. 2020): the News Commentary
dataset (WMT18 2018) and 200 English sentences fromCNN1 articles. Our evaluation shows

1 https://edition.cnn.com
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that both of our approaches, GRI andWALI outperform the baseline approaches by reporting
more translation bugs while executing fewer test cases. Furthermore, we find that GRI and
WALI can detect newbugs that are not detected by prior approaches and thus, can complement
the current techniques for testing translation systems.

The contributions of this paper include:
– This paper proposes two white-box approaches, namely GRI and WALI, to identify
the vulnerable tokens in source sentences whose perturbation is most likely to induce
translation bugs.

– Our proposed approaches, GRI andWALI can complement the current translation system
testing methodologies by detecting translation bugs that were not reported before.

– A further analysis is conducted to investigate the factors that increase the likelihood
of detecting translation bugs. This finding suggests that paying more attention to the
selection of nouns and short sentences for translation system testing may expose more
translation bugs.

Our work is an important step toward advancing the performance of machine translation
testing approaches from the White-Box perspective. Our techniques have the potential to
increase efficacy and reduce resource consumption by emphasizing the significance of word
selection before replacement. Furthermore, our findings pave the way for future research to
explore the application of various types of white-box approaches in identifying vulnerable
words, which could enhance the quality of machine translation testing methodologies. The
replication package including the data, manual labeling results, and the source code are
publicly accessible2.

Paper organization Section 2 gives an overview of the approaches and introduces the two
white-box approaches proposed to identify the vulnerable words in the source sentence.
Section 3 describes the experimental settings used to evaluate the approaches. Section 4
demonstrates the results of our evaluation of the proposed approaches. Section 6 presents the
prior studies related to this work. Section 7 discusses the threats to the validity of our results.
Finally, Section 8 concludes the paper.

2 Approaches

In this section, we first formally define the task of testing neural machine translation systems.
We then describe the details of our white-box approaches that leverage gradients and align-
ment information to efficiently generate new translation sentences by perturbing the original
one.

2.1 Problem definition and our goal

Problem definition Assume we have a neural machine translation system, F (·), that takes
in a source sentence x = (x1, x2, . . . , xN ), and returns a translation in target language,
y = (y1, y2, . . . , yM ). To test the system, it is required to generate a new source sentence
xnew by slightly perturbing the original sentence xorig (e.g., replacing xi with x ′

i , where
xi �= x ′

i ), of which the new translation should be different from that of xorig. Given the
small perturbation of the original source sentence, if the difference between the translations
is larger than the expected threshold, a new translation bug will be reported.

2 https://github.com/conf2024-8888/NMT-Testing.git
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Formally, the optimization problem can be expressed as follows:

maximize Sim
(
xnew, xorig

)
(1a)

subject to Dist
(F (

xnew
)
,F (

xorig
))

> ξ (1b)

where Sim (·, ·) measures the similarity (e.g., BERT-based semantic similarity) between
two input sentences, and Dist (·, ·) measures the distance (e.g., edit distance) between two
translations, ξ is the threshold for identifying the translation bug.

Goal Considering the main challenges stated in Section 1 during the machine translation
testing and the limitations of the existing work, in this section, we propose our white box-
based approaches, aiming to effectively identify the vulnerable tokens for new sentence
generation.

2.2 Approach overview

Figure 1 provides an overview of our proposed approaches. For each original source sen-
tence and its translation, we first identify vulnerable tokens in the source sentence. The
vulnerable tokens are the tokens that most likely can cause the translation system to make
a different translation (i.e., Dist

(F (xnew) ,F (
xorig

))
> ξ ) once they are replaced. Under

our white-box setting, we propose two efficient strategies to identify such vulnerable tokens:
(1) gradient-based vulnerable tokens identification (GRI) and (2) word alignment-based vul-
nerable tokens identification (WALI). Then, we iteratively replace each of the vulnerable
tokens with its semantically similar tokens. Note that one sentence may have several vulner-
able tokens and each vulnerable token can have multiple replacements. As a result, each of
the replacements leads to a newly generated sentence (i.e., test case or mutant) that can be
used for testing. Finally, the translation system takes the newly generated sentences (i.e., test
cases or mutants) as input and returns corresponding translations. If the difference between
the new translations and the original translation exceeds a threshold, a translation bug will
be reported.

2.3 Vulnerable token identification

In this subsection, we detail our proposed two strategies for identifying the vulnerable tokens
in the original source sentence.

Source
sentence

Target
translation

Translation
system

GRI
 Calculate 
gradients

1. Vulnerable Token Identification 

Sort source tokens
by gradients

 Calculate 
confidence score

 Extract 
attention weights

Sort target tokens
by confidence

 Calculate 
alignment score

Identified top-k
source tokens

Replace
identified tokens

Mutants Translation
system

Measure
difference

WALI

2. Word Replacement 3. Bug Detection

Fig. 1 An overview of our approach
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2.3.1 Gradient-based strategy (GRI)

Gradient information has been extensively utilized in various deep learning-based tasks,
especially the task of adversarial examples generation for both natural language processing
(NLP) and computer vision (CV) (Goodfellow et al. 2015; Fursov et al. 2020; Zhang et al.
2019; Grosse et al. 2016; Pei et al. 2019).

While gradient information is widely used for testing classification systems, there exists
little work utilizing such information for testing neural machine translation systems.Machine
translation can also be considered as a sequence of multiclass classification problems, with
vocabulary-size classes, where the translation system needs to predict the current token based
on both the source sentence and the previously generated tokens. Therefore, we assume that
the gradient information would be helpful in identifying the vulnerable tokens in translation
systems as well. Drawing inspiration from this concept, we propose our first strategy, GRI,
which uses gradient information to identify the vulnerable tokens in the source sentence.
Similar to prior work (Li et al. 2019), our assumption is that the higher the gradient of a token
is, the more likely this token can cause the system to generate a different translation once it
is replaced.

Algorithm 1 GRI
Input: a source sentence x, and the translation system F (·) and tokenizer Tokenizer
Output: a set of mutated sentences X′

1 begin
2 tokens ← Tokenizer(x)
3 embeddings ← F (tokens)
4 output ← F (embeddings)
5 G ← GetGradient(output)
6 Gsorted ← Sort(G)
7 Tordered ← SortTokensbyGrad(tokens)
8 foreach wi ∈ Tordered do
9 Cw ← FindReplacementWord(x, wi)

10 X′ ← replace wi with cw ∈ Cw

11 return X′

In GRI, we calculate the partial derivative of the loss values with respect to each token
in the input sentence to obtain the corresponding gradients. The gradients can be computed
using the chain rule and the Jacobian matrix of the output of the model with respect to the
input tokens. Specifically, the gradient of the loss function with respect to the i-th input token
xi can be computed as:

∂L

∂xi
=

|V|∑

j=1

∂L

∂ y j

∂ y j
∂xi

(2)

where L is the loss function, xi is the i-th source token, y j is the output for the j-th element
in the output vocabulary V , and |V| is the size of the output vocabulary. Using automatic
differentiation, we compute the Jacobian matrix for the loss values with respect to the given
source sentence x = (x1, x2, ..., xN ).

After obtaining the gradient information of each token in the source sequence, we sort
the tokens in descending order based on the magnitude of their corresponding gradients. The
top-k tokens are identified as the k most vulnerable tokens of the source sentence and will
be replaced in the later stage.
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Algorithm 1 outlines the entire process of creating mutants for each source sentence using
theGRI approach. For each token in the original sentences, the vulnerable tokens are identified
using the GRI methodology. Subsequently, replacement words for each identified vulnerable
token are selected based on the replacement strategies employed in baseline approaches.
These replacement words are then integrated into the sentences to create the mutants. This
systematic approach ensures a targeted modification of the source sentences, leveraging
identified vulnerabilities to test and enhance the testing strategy.

2.3.2 Word alignment-based strategy

Word alignment is one of the most fundamental tasks in NLP, which aims to identify the
correspondence between source and target words in a bitext. Prior studies (Wang and Zheng
2020; Nguyen et al. 2021; Zhang and van Genabith 2021; Song et al. 2020) have shown
that word alignment can benefit many multilingual tasks such as neural machine translation,
annotation projection, and grammatical error correction. Motivated by earlier research, in
this section, we propose WALI, which adopts such information from the machine translation
system to identify the vulnerable tokens in the source sentence. Unlike GRI, which directly
identifies the vulnerable tokens of the source sentence, WALI first identifies the vulnerable
tokens of the target translation sentence and then uses the alignment information to identify
the vulnerable tokens of the source sentence. In other words, if the target token yi is identified
as a vulnerable token and is aligned to the source token x j , x j will be finally identified as
the vulnerable token for replacement. Figure 2 shows a visualization of word alignments
between an English and Chinese sentence.

InWALI, we first calculate the generation probability score (also known as the confidence
score) p (yi |y1:i−1, x) for each token yi in the target translation. The generation probability
captures the likelihood of the target token based on the source sentence x and the previously

Fig. 2 An example of alignment using attention weights. The horizontal axis represents the source tokens and
the left vertical axis represents the aligned target tokens(gold alignment)[generation probability after so f tmax
function]. The circled squares highlight the alignments obtained using the alignment matrix A presented in
Section 2.3.2
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generated target sequence y1:i−1. The higher the score, the greater the level of certainty
exhibited by the model in making its prediction, and vice versa. Therefore, we assume that
the lower the probability score of a target token is, themore likely its aligned source token can
cause the system to generate a different translation once its aligned source token is replaced.
For example, in Fig. 2, the third target token “年前 (years ago)” has the lowest score3 and is
identified as the vulnerable tokens of the target sentence.

Algorithm 2 WALI
Input: a source sentence x, and the translation system F (·) and tokenizer Tokenizer
Output: a set of mutated sentences X′

1 begin
2 tokens ← Tokenizer(x)
3 con f idenceScore ← F (tokens)
4 attnWeights ← F (tokens)
5 Cordered ← Sort(con f idenceScore)
6 Wordered ← Alignment(Cordered , attnWeights)
7 foreach wi ∈ Wordered do
8 Cw ← FindReplacementWord(x, wi)
9 X′ ← replace wi with cw ∈ Cw

10 return X′

We then map the tokens in the target translation to the tokens in the source sentence
based on the attention weights. Following previous work (Sun et al. 2022, 2020), we use
Transformer as the translation system for testing (cf., Section 3.2), which is an encoder-
decoder model that relies on attention4.

Like prior work (Bahdanau et al. 2015; Ghader and Monz 2017; Wang and Zheng 2020),
we use the attentionweights of aTransformermodel to obtain the alignmentmapping between
the target token yi and the source token x j , shown as below:

αi, j = softmax

(
Qi K T

j√
dk

)

(3)

where Qi is the query matrix, K j is the key matrix,
√
dk is a normalization factor where dk is

the dimension of the key/query matrix. Query and key matrix are central components in the
attention mechanism of Transformer models. The query matrix represents the set of queries
in an attention mechanism where each query is associated with a token in the input sequence
that is looking for correlated tokens in the sequence. The keymatrix holds the keys associated
with each element in the sequence. These keys are used to compute attention scores with the
query matrix. Based on the extracted attention weights α, the alignment matrix A is then
calculated as:

Ai, j (α) =
⎧
⎨

⎩

1 j = arg max
j ′

αi, j ′

0 otherwise
(4)

where Ai, j = 1 indicates yi is aligned to x j . To provide an example, as shown in Fig. 2, the
third target token “年前 (years ago)” is aligned to “ago” in the source sentence. Based on the
lowest generation probability score and the alignment result, “ago” is thus identified as one
of the vulnerable tokens of the source sentence.

3 Punctuations, like “◦” and “_ _” are ignored.
4 Due to space limitation, we refer readers to the paper (Vaswani et al. 2017) for details.
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Once the alignment between the target and source tokens is obtained, the source tokens are
sorted in ascending order according to the confidence scores of their aligned target tokens.
The top k tokens with the lowest confidence scores are identified as the k most vulnerable
tokens in the source sentence and are considered candidates for replacement. Afterward,
WALI approach is used to select and replace the vulnerable tokens in the input sentence.

Algorithm 2 outlines the procedure for generating mutants, leveraging the WALI algo-
rithm. Initially, for each sentence, vulnerable tokens are identified and ranked based onWALI.
For each vulnerable token, potential replacement words are sought using the replacement
strategies defined in baseline approaches. After identifying valid replacement candidates,
these are substituted into the original sentence to create testmutants. This systematic approach
encapsulates the complete process of mutant generation.

2.4 Word replacement

In Section 2.3, we have introduced our two strategies: GRI and WALI for identifying the
vulnerable tokens of a source sentence. In this part, we discuss howwe replace the vulnerable
tokens to generate new source sentences for testing.

As shown in (1a), we need to maximally preserve the meaning of the original source
sentence during the word replacement process. To ensure a fair comparison with the existing
baselines, we follow the replacement strategies proposed by baselines (Sun et al. 2022, 2020;
He et al. 2020). A brief description of the baseline approaches is provided below.

2.4.1 TransRepair

TransRepair employs a context-similar word replacement strategy, utilizing a pre-built
context-similarity corpus. This corpus is constructed using two vector models: GloVe (Pen-
nington et al. 2014) and SpaCy (Spa 2019). Words that exhibit a cosine similarity exceeding
0.9 across both vector models are included in the corpus. We adopted the identical word cor-
pus provided by the original authors for consistency. For each word in the original sentence,
a search is conducted within the corpus to find a suitable candidate for replacement. A struc-
tural filtering process, guided by the Stanford Parser (Manning et al. 2014), is then applied to
ensure that the sentence structure remains intact. Tomaintain correct syntax, candidate words
that have different part-of-speech (POS) tags compared to the original words are filtered out.
This methodological approach ensures that replacements are contextually appropriate and
grammatically coherent.

2.4.2 CAT

CATutilizes theBERT (Devlin et al. 2019)model to identify candidates forword replacement.
Initially, eachword in the input sentence is replaced by the specialmarker “[MASK]”, and this
altered sentence is then processed by the BERT model. The model predicts substitute words
for themasked position, which serve as potential replacements. Given that the BERTmodel is
designed for context-aware masking tasks, it ensures that the predicted words are consistent
with the original sentence’s syntax and semantics. To confirm that these replacement words
do not alter the sentence’s semantic meaning, each candidate word is inserted back into
the sentence and re-encoded using the BERT model. A cosine similarity is then computed
between the context-aware vector representations of the original and the replacement words.
This semantic evaluation process discards any replacements with a cosine similarity score
below 0.85.
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2.4.3 SIT

SIT employs the BERT model to identify replacement candidates as well. Each word in
the original sentence is processed by the Masked Language Model (MLM), BERT, which
predicts contextually appropriate words. To maintain the integrity of the sentence structure,
only words that share the same part-of-speech (POS) tag as the original word are considered
for replacement. This ensures that substitutions are syntactically coherent with the rest of the
sentence.

The selected candidates are used to replace the vulnerable tokens, and each replacement
will result in a new source sentence xnew for testing the machine translation system. We
adhere to the identical replacement strategies outlined in prior research to facilitate a fair
evaluation, with and without the incorporation of GRI andWALI. For each original sentence,
we substitute one token with a contextually appropriate synonym, allowing for the creation
of up to five mutants per sentence.

2.5 Translation bug detection

For translation bug detection, we adopt the same test oracle presented in the prior studies (Sun
et al. 2022, 2020; He et al. 2020). Specifically, given a translation systemF (·) and an original
source sentence xorig and its newly generated one xnew, the automatic bug detection oracle
calculates the difference between the two translations,F (xnew) andF (

xorig
)
. If the difference

score is above a predefined threshold, a translation bug is reported. In our work, to ensure a
fair comparison with baselines, we employ identical distance metrics and thresholds with the
previous study (Sun et al. 2022, 2020; He et al. 2020) and avoid fine-tuning these settings
only for our methods. We provide a brief definition of each metric below, where the first four
metrics are used to evaluate TransRepair (Sun et al. 2020) and CAT (Sun et al. 2022) and the
fifth metric is for SIT (He et al. 2020):

2.5.1 LCS-basedmetric

It measures the normalized length of the longest subsequence that is common between the
original sentence and the mutated sentence (Hunt and Szymanski 1977). The LCS metric
ranges from 0 to 1, where 1 indicates that the two sentences are identical and 0 indicates no
overlap between the two sentences.

2.5.2 ED-basedmetric

The edit distancemetric determines theminimumnumber of edit operations, such as insertion,
deletion, substitution, and transposition, required to transform one string to another (Ristad
and Yianilos 1998). It is widely used in applications that involve string comparison and spell-
checking and can quantify the dissimilarity between two strings (Gu et al. 2018; Zhang et al.
2018).

2.5.3 TFIDF-based metric

The tf-idf (term frequency-inverse document frequency)metric is a statisticalmeasure used to
evaluate the similarity with the word frequency (Robertson 2004). In this study, we compute
a weight wid f for each word w using the same corpus used in CAT. The word vectors are
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then multiplied by their respective weights, and the cosine similarity between the resulting
vectors of s1 and s2 is used to determine the similarity between the translations after the
replacement process.

2.5.4 BLEU-basedmetric

BLEU score is a metric for evaluating the quality of machine-translated text against one or
more human reference translations. It measures the overlap between the machine-generated
translation and the reference translation(s) using n-gram analysis. It ranges from 0 to 1, where
1 indicates a perfect match between the candidate and reference translations. Those who seek
further elaboration can refer to prior research studies (Sun et al. 2020; Papineni et al. 2002)
for additional information.

2.5.5 Relation distance between dependency parse trees metric

In order to assess the structural consistency of the translations, the relation distance metric
measures the dissimilarity between two sets of constituency relations. This measurement is
achieved by calculating the distance between two arrays of constituency grammars, defined
as the sum of the absolute differences in the frequency of each phrasal type. Constituency
relations represent a type of syntax representation in linguistics that organizes words into
nested hierarchical structures called constituents or phrases. For instance, ”a flight” forms a
Noun Phrase (NP). Sentences can be represented as parse trees with constituents like NP, VP,
and PP. The distance is calculated by counting changes in the smallest constituents between
original and new translations. The sentences are parsed using Stanford CoreNLP (de Marn-
effe et al. 2014), which provides a detailed analysis of the grammatical structure of sentences.
We adhere to the Universal Dependencies annotation scheme, following the guidelines estab-
lished in prior research (He et al. 2020).

For TransRepair (Sun et al. 2020) and CAT (Sun et al. 2022), the distance metrics, as
outlined in 1) - 4), quantify the similarity between the translation of the original input and
the translation of the generated mutants. Consequently, a bug is flagged when the value of
the distance metric falls below predefined thresholds. Following previous work (Sun et al.
2020, 2022), the threshold is set to 0.963, 0.999, 0.906, 0.963 for LCS, TF-IDF, BLEU and
ED respectively.

For SIT (He et al. 2020), theDependency distancemetricmeasures the distinction between
the dependency lists of the translations of the original input and those of the generatedmutants.
The greater the metric, the larger the structural difference between the translations derived
from the original. Following previous work (He et al. 2020), the top-3 sentences exhibiting
the greatest divergence are reported.

3 Experimental setup

3.1 Dataset

To ensure a fair comparison with baselines, following prior work (Sun et al. 2022, 2020),
we utilize the News Commentary (NC) testing dataset (WMT18 2018) to evaluate CAT (Sun
et al. 2022) and TransRepair (Sun et al. 2020) and 200 English sentences crawled from
CNN (Cable News Network)5 to evaluate SIT. The New Commentary dataset comprises

5 https://edition.cnn.com
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Table 1 Statistics of the dataset for evaluation

Corpus # of words mean # of words median # of words # of words
per sentence per sentence per sentence distinct total

NC [2, 73] 23.8 23 11,173 47,636

Politics [4, 32] 19.2 19.5 1,918 933

Business [4, 33] 19.5 19 1,949 944

2,001 English-to-Chinese sentence pairs and the CNN dataset consists of articles from two
categories: Politics and Business, where each contains 100 sentences. The statistics of the
three datasets are illustrated in Table 1. Table 1 provides a detailed breakdown of the average
number of words per sentence and the total number of distinct words in each dataset. The
first column shows sentence length ranges in each dataset. The second and third columns
present mean and median word counts per sentence. Specifically, the News Commentary
dataset shows an average of 23.8 words per sentence, which is significantly higher compared
to 19.2 and 19.5 words per sentence for the Politics and Business datasets, respectively. The
final column lists total and unique word counts. This data suggests that sentences from the
News Commentary dataset are relatively longer.

3.2 Translation system

The same as prior work (Sun et al. 2022; He et al. 2020; Gupta et al. 2020; He et al. 2021;
Sun et al. 2020), we consider Transformer as the studied translation system6. It is one of the
most widely used translation systems (Khan et al. 2022; Li et al. 2020) and has been widely
studied in the research community (Sun et al. 2022; He et al. 2020; Gupta et al. 2020; He
et al. 2021; Sun et al. 2020). Transformer-based pretrained language models have signifi-
cantly advanced performance across NLP tasks. Many prominent Large Language Models
are also based on the Transformer architecture, such as GPT and BERT. Following GPT and
BERT, models like XLNet, RoBERTa, ELECTRA, ALBERT, T5, BART, and PEGASUS
were developed (Kalyan et al. 2021). Consequently, the Transformer model represents a crit-
ical, state-of-the-art language model that merits study. Specifically, we utilize the pre-trained
Transformer translation model, opus-mt-en-zh (Helsinki-NLP 2020b) as our tested transla-
tion system. The model is trained on the opus-2020-07-14 dataset (Helsinki-NLP 2020a).We
fine-tune the model with the News Commentary training set (WMT18 2018), which consists
of 2, 513, 475 English-to-Chinese sentence pairs, with a learning rate of 2e−5 for 20 epochs.

3.3 Baseline approaches

We compare our approach with TransRepair (Sun et al. 2020), CAT (Sun et al. 2022), and
SIT (He et al. 2020), which are by far the state-of-the-art approaches for machine translation
system testing. All of these methods rely on the concept of metamorphic relations between
the input sentence and its semantically similar variations. They operate under the assumption
that input texts exhibiting semantic similarity should yield consistent translations.

6 Note that we do not consider Bing or Google Translate for testing, as we cannot access the systems’
architectures and parameters.

123



   13 Page 12 of 38 Empirical Software Engineering            (2025) 30:13 

3.4 Implementation settings

In this experiment, we identify the top 5 vulnerable tokens using GRI andWALI for replace-
ment. For the purpose of a fair comparison, we adopt the same approach as in the previous
study (Sun et al. 2022, 2020; He et al. 2020) for replacing the identified vulnerable tokens
and generating amaximum of five new sentences for each original source sentence.7 For each
selected token, we first identify valid candidates using the replacement strategy presented in
Section 2.4 and use them to create test cases. We then proceed to the next token until we
have five test cases. For example, if one token has three valid substitutes, the strategy then
looks for substitutes for the next token until five test sentences are generated. We conducted
the experiment on Ubuntu 18.04 with an NVIDIA GTX 1080Ti GPU.

4 Evaluation

In this section, we evaluate our proposed approaches against the SOTA testing baseline
(i.e., TransRepair, CAT and SIT). The effectiveness of our approach can be evaluated by
considering two aspects: (1) the ability to identify a larger number of bugs using an equivalent
number of test cases, and (2) the ability to detect an equal number of bugs with a reduced
number of test cases, resulting in enhanced efficiency. Specifically, we aim to answer the
following research questions (RQs):

RQ1: How effectively can GRI and WALI detect translation bugs compared to base-
lines?

Motivation Extensive approaches have been proposed for testing machine translation sys-
tems, while few consider conducting the testing from a white-box perspective. Meanwhile,
studies (Grosse et al. 2016; Li et al. 2019; Wang and Zheng 2020) have shown that using
white-box methods can benefit many NLP tasks, such as the testing of the classification
systems. Therefore, in this RQ, we would like to explore whether our two white-box-based
approaches (i.e., GRI and WALI) can detect translation bugs with better performance than
the baseline approaches (i.e., CAT, TransRepair and SIT).

Approach To answer this research question, we apply GRI and WALI as well as the baseline
approaches on each source sentence in the NC, Politics, and Business dataset. With the
generated mutants, we then examine whether the mutants can reveal translation bugs (cf.
Section 2.5). We evaluate GRI andWALI using a combination of quantitative evaluation and
human evaluation. For quantitative evaluation, we focus on 1) the number of translation bugs
detected using the five distance metrics and 2) the number of test cases needed to detect a
certain number of translation bugs. For human evaluation, following previouswork (Sun et al.
2020, 2022; He et al. 2020), we randomly sample 100 test cases for CAT and TransRepair,
and compute the Top-3 accuracy for SIT.

Result Both of our proposed approaches, GRI and WALI generally outperform the
baseline approaches under identical experimental settings. Our results comparing GRI
and WALI with baseline approaches are presented in Fig. 3. Figure 3 illustrates the cumu-
lative count of bugs detected by different approaches, plotted against the number of test

7 Note that the baseline approaches utilized a predefined maximum number of generated mutants to prevent
an excessive number of test cases. This condition is maintained in our experiments to ensure a fair comparison.

123



Empirical Software Engineering            (2025) 30:13 Page 13 of 38    13 

Fig. 3 Cumulative counts of detected bugs for each of the approaches

cases executed during the testing process8. It can be observed that our approaches always
outperform the baselines from two aspects: (1) under a certain testing budget (i.e., number of
executed test cases, indicated by the vertical dotted line), both GRI and WALI can reveal a
larger number of bugs, and (2) when given a predefined testing goal (i.e., number of detected
bugs, indicated by the horizontal dotted line), our approaches always require less testing
resource (i.e., a reduced number of test cases). For example, when running 6,000 test cases,
GRI and WALI can detect 3,252 and 3,568 bugs, which is higher than the 2,982 detected by
CAT (Fig. 3(b)); meanwhile, GRI and WALI only need to execute 5,586 and 5,032 tests to
detect 3,000 bugs, while CAT needs 6,036 tests. The results demonstrate that our approaches
can detect translation bugs more effectively.

We also observe that our proposed approaches may not always improve the performance
significantly. For example, in Fig. 3(a), when running 2,000 test cases, TransRepair detects
940 bugs, relatively fewer than 979 and 940 reported by GRI and WALI. This may be due
to the fact that TransRepair relies on a pre-established similarity dictionary9 to provide
suitable substitutions for specific tokens. Unlike the BERT model used in CAT and SIT
(see Section 2.4), the dictionary only contains a limited number of tokens, which imposes
constraints on the replacement of the tokens identified as vulnerable by GRI and WALI. In
caseswhere a corresponding similarity pair does not exist in the dictionary, the replacement of

8 To ensure a fair comparison, we randomly shuffle all test cases before plotting the bug detection curve for
each approach.
9 We used the dictionary provided by the author of Sun et al. (2020).
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these tokens becomes unfeasible. Upon reviewing the tokens that were substituted, it became
evident that only 3,194 out of 18,387 tokens identified by GRI could be replaced within the
corpus, leading to an insignificant improvement of our proposed approaches.

Table 2 details the number of reported bugs by the LCS metric at the 25%, 50%, and
75% percentiles of test cases executed for each approach, aligning with the Fig. 3. The
first column lists approaches. Subsequent columns show bug counts at each percentile, with
exact test numbers in parentheses. The percentiles are calculated based on the approach
with the fewest generated test cases to ensure a standardized comparison. For example, for
TransRepair, GRI, and WALI, the 75% percentile is computed based on 3,194 test cases,
which is 2,395, ensuring that all approaches have a sufficient number of test cases. This table
demonstrates that within a given testing budget, both GRI and WALI can detect a larger
number of bugs, as indicated by the vertical dotted line in Fig. 3. Table 2 demonstrates
explicitly the improved bug detection performance of white-box approaches within a fixed
test budget.

Meanwhile, we find that GRI and WALI always have a higher test success rate (i.e., the
number of bugs detected divided by the number of total tests). The comparison results are
shown in Table 3, with the best results highlighted in bold font. Each table presents the success
rates of different approaches, with the number of reported test cases indicated in parentheses.

Table 2 Cumulative count of reported bugs by the LCS metric at 25%, 50%, 75% percentile of test cases
executed

Percentile 25% (798) 50% (1,597) 75% (2,395)

(Number of test cases)

NC

TransRepair 388 755 1,112

GRI 394 783 1,194

WALI 379 745 1,114

Percentile

(Number of test cases) 25% (1,786) 50% (3,573) 75% (5,359)

NC

CAT 838 917 1,053

GRI 917 1,791 2,703

WALI 1,053 2,070 3,064

Percentile 25% (270) 50% (540) 75% (810)

(Number of test cases)

Business

SIT 20 40 37

GRI 44 83 73

WALI 67 118 115

Percentile 25% (252) 50% (505) 75% (757)

(Number of test cases)

Politics

SIT 15 35 40

GRI 35 80 61

WALI 40 112 100
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Table 3 Comparison of the test success rate with TransRepair, CAT, and SIT

Metric TransRepair GRI WALI

LCS 46.05% (2,581) 49.27% (1,574) 45.93% (1,704)

ED 46.65% (2,615) 49.65% (1,586) 46.47% (1,724)

TFIDF 54.75% (3,069) 57.33% (1,831) 54.45% (2,020)

BLEU 43.55% (2,441) 46.49% (1,485) 42.94% (1,593)

# of test cases 5,605 3,194 3,710

(a) Comparison with TransRepair

Metric CAT GRI WALI

LCS 50.31% (5,002) 54.95% (3,927) 57.92% (5,114)

ED 51.00% (5,070) 55.68% (3,979) 58.53% (5,168)

TFIDF 57.39% (5,706) 61.21% (4,374) 63.90% (5,642)

BLEU 47.54% (4,726) 51.25% (3,662) 55.15% (4,870)

# of test cases 9,942 7,146 8,830

(b) Comparison with CAT

Dataset Metrics SIT GRI WALI

Politics Dependency 8.74% (143) 15.17% (164) 14.11% (154)

# of test cases 1,635 1,081 1,091

Business Dependency 8.71% (141) 14.16% (143) 12.96% (151)

# of test cases 1,619 1,010 1,165

(c) Comparison with SIT

Table (a) specifically illustrates the success rates for TransRepair, GRI, and WALI across
the four distance metrics detailed in Section 2.5. The final row of this table enumerates the
total number of test cases generated by each approach. The remaining two tables (Table (b)
and (c)) follow the same layout. For example, GRI and WALI outperform SIT in terms of
identifying more translation bugs across both the Politics and Business datasets. In addition,
both GRI and WALI execute significantly fewer test cases, leading to an average increase
in the success rate of 6.17% and 4.85%, respectively. This confirms that our approach can
efficiently exploit the vulnerable spots of the translation systems by utilizing the gradients
and word alignment information, thus leading to an increase in the success rate of the testing.

As observed in previous research on testing machine translation systems, it’s acknowl-
edged that automatic test oracles relying on distance metrics may yield results differing from
those provided by human oracles. Specifically, False Positives (FP)—correct outputs mistak-
enly reported as errors by the automatic oracle—can arise due to the limitations inherent in
using distance metrics as the basis for error detection. To address this, we carry out a manual
inspection, adhering to the same evaluation process as the baseline approaches. The purpose
of this manual examination is to confirm that introducing our approach does not compro-
mise the validity of the testing methods. Therefore, the bugs reported by our approaches are
reliable and comparable to those reported by the baseline approaches.

To ensure statistical validity, we employed a uniform sampling strategy at a 95% con-
fidence level to derive sample sizes that accurately represent the generated test cases for
each method (Ding et al. 2023; Chen et al. 2023). We uniformly sampled from all test cases
labeled as Positive and Negative by the automatic test oracle, specifically the distance met-
rics. The calculated representative sample sizes, shown in Table 4, were calculated to achieve
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Table 4 The Precision, Recall, F1-Score, False Positive, and FalseNegative of differentmetrics for the samples
from all approaches and datasets

Dataset News Commentary News Commentary

Approaches TransRepair GRI WALI CAT GRI WALI

Sample Size 360 343 349 370 365 369

Precision LCS 0.7005 0.8103 0.7528 0.7435 0.7591 0.7609

ED 0.6906 0.7966 0.7458 0.7397 0.7551 0.7511

TF-IDF 0.5943 0.6826 0.6186 0.6682 0.6651 0.7035

BLEU 0.7798 0.8402 0.8170 0.7647 0.7914 0.8020

Recall LCS 0.9763 0.9724 0.9781 0.9797 0.9666 0.9750

ED 0.9842 0.9724 0.9854 0.9797 0.9866 0.9812

TF-IDF 0.9921 0.9793 0.9708 0.9797 0.9666 0.9937

BLEU 0.9763 0.9793 0.9781 0.9661 0.9866 0.9875

F1-score LCS 0.8157 0.8840 0.8507 0.8454 0.8504 0.8547

ED 0.8116 0.8757 0.8490 0.8430 0.8554 0.8509

TF-IDF 0.7433 0.8045 0.7556 0.7945 0.7880 0.8238

BLEU 0.8671 0.9044 0.8903 0.8537 0.8783 0.8851

FP LCS 53 33 44 50 46 49

ED 56 36 46 51 48 52

TF-IDF 86 66 82 72 73 67

BLEU 35 27 30 44 39 39

FN LCS 3 4 3 3 5 4

ED 2 4 2 3 2 3

TF-IDF 1 3 4 3 5 1

BLEU 3 3 3 5 2 2

Dataset Business Politics

Approach SIT GRI WALI SIT GRI WALI

Sample Size 312 284 285 311 279 289

Precision 0.7037 0.7692 0.7250 0.7500 0.7391 0.7446

Recall 0.8261 0.9375 0.8285 0.7058 0.9189 0.8750

F1-Score 0.7600 0.7450 0.7733 0.7272 0.8192 0.8045

FP 8 9 11 4 12 12

FN 4 2 6 5 3 5

the necessary accuracy and to identify significant variations or correlations within the study
population.

For reliable ground truth, the primary authors manually annotated the sampled test cases,
creating human-generated labels that served as the benchmark for comparing automated
metric scores. Our evaluation framework included multiple performance indicators such as
precision, recall, F1-score, false positive rate, and false negative rate. These metrics were
computed for each method and distance metrics are detailed in Table 4. The third row in
Table 4 indicates the number of samples extracted from each approach. The sample sizes
were calculated to be representative at a 95% confidence level. For TransRepair and CAT,
Table 4 presents the precision, recall, F1-score, false positive (FP), and false negative (FN)
rates for each distance metric: LCS, ED, TF-IDF, and BLEU. Conversely, for SIT, which
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employs the Distance between Dependency Parse Tree for the Business and Politics datasets,
the second half of the table displays the precision, recall, F1-score, FP, and FN of the distance
metric specifically for the Business and Politics datasets.

Table 4 shows the number of false positives and false negatives in the samples. It is
evident that false positives significantly outnumber false negatives. To illustrate the false
positives, consider the following example. For the test sentence “But the finding was not
distributed outside Central Command, The Times reported in September.” the token “the”
was replaced by “it” to generate a test case using GRI. The translation changed from “但
《纽约时报》9月报道说,这一发现并未在中央指挥部以外分发◦ (But the finding was
not distributed outside Central Command, The Times reported in September.)” to “但据《纽
约时报》9月报道,该发现并未在中央指挥部外分发◦ (But the finding was not distributed
outside Central Command, The Times reported in September.)” Although the translation’s
meaning remained unchanged, the distance metrics flagged this as a potential bug because
“这一” and “该” in Chinese are synonymsmeaning “this,” and there are subtle token changes
in the translation such as “但 (but)” to “但据 (but according to)” and “报道说 (reported)”
to “报道 (reported),” which do not alter the translation’s meaning. This exemplifies a false
positive in our experiment. The complexity of languages results in expression variations,
posing a significant challenge for automatic oracles to distinguish between actual semantic
changes and false positives in translation testing. False positives continue to pose a major
challenge in all NLP tasks involving automatic testing. Consequently, manual evaluation is
essential to verify the validity of the results.

As observed in Table 4, the precision, recall, and F1-score of GRI and WALI remain
consistent compared to the baseline approaches across all distance metrics. For instance, the
BLEU metric for GRI and WALI achieved precision scores of 0.79 and 0.80, recall scores of
0.98 and 0.98, and F1-score of 0.87 and 0.88, respectively with the CAT-based replacement
strategy. Previous studies, such as CAT and TransRepair, reported similar metrics, with
TransRepair showing precision, recall, and F1-scores of 0.7, 0.95, and 0.8, and CAT showing
scores of 0.72, 0.9, and 0.8. The precision, recall, and F1-score for GRI, WALI, TransRepair,
and CAT in our experiment closely align with the results from their original evaluations.
These findings indicate that the bug reports generated by the baseline approaches correspond
closely with the outcomes of their original experiments, especially when using identical
evaluation processes. Additionally, it is noteworthy that GRI and WALI exhibit relatively
higher recall, indicating that most erroneous translations are correctly detected.

SIT employsTop-3 accuracy as itsmanual evaluationmetric, andwe also leverage identical
metrics. In our experiment, using the transformer model, SIT obtained a precision of 0.70
for the Business dataset, whereas in the original experiment, they achieved a Top-3 accuracy
of 0.73 and 0.78 for Google and Bing translators. The variance in accuracy is marginal and
can be attributed to the difference in the translation systems used. In the case of GRI and
WALI, the accuracy remains at 0.82 and 0.76 for the Business dataset, which closely aligns
with that of SIT in our experiment and the accuracy reported in the original experiment.
Consequently, Table 4 demonstrates that our methods do not impede the performance of the
testing approaches.

Overall, our manual inspection demonstrates that the validity of the bug reported by GRI
andWALI is similar to those reported by the baseline approaches. Therefore, when using the
same distance metrics and experimental settings, our results are reliable and can be compared
to those of the baseline approaches. The distance metrics do not compromise the superiority
of our approaches over the baseline methods.
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Our proposed approaches, i.e., GRI and WALI, generally outperform the state-of-the-art
baseline approaches in quantitative evaluations while preserving the accuracy of human
evaluations. The results illustrate the promising future research opportunity of usingmore
white-box approaches for testing machine translation systems efficiently and effectively.

RQ2: Can GRI andWALI complement the existing baseline approaches in terms of the
detected translation bugs?
Motivation In addition to the efficiency improvement offered by our approaches, it is also
worth exploring whether our detected translation bugs are different from those of the existing
approaches when employing the same maximum number of generated mutants, as utilized
in previous studies.10 Such analysis allows us to determine whether GRI and WALI can
detect bugs that are not previously detected by the baseline approaches, thus complementing
the existing baseline approaches towards a more comprehensive translation system testing.
Moreover, leveraging these two types of white-box information can more effectively identify
vulnerable tokens, enhancing testing efficiency. If different approaches identify different sets
of vulnerable tokens (and thus generate different test cases), practitioners with sufficient
testing resources might consider combining these approaches to detect more translation
bugs. As the focus of this work is on effectively identifying the vulnerable tokens for a
source sentence, therefore, in this RQ, we will investigate the overlap between the replaced
tokens in the bug-inducing test inputs generated by our proposed approaches and those by
the baseline approaches.

Approach To address this research question, we examine the intersection of the tokens iden-
tified for replacement by different approaches among the detected translation bugs. The
overlap is defined as the test cases generated by substituting the same token. The degree of
overlap among these approaches signifies the distinctiveness of the bugs detected by different
approaches11.

Result Our approaches GRI and WALI can identify different tokens for replacement
from that of baseline approaches and thus can detect unique bugs that were not detected
previously. Figure 412 shows the overlap of the replaced tokens in the detected translation
bugs by different approaches. As shown in Fig. 4, the majority of the tokens replaced by our
approaches are not replaced by CAT. For example, under the LCSmetric, CAT only shares an
overlap of 25% (594 + 694 = 1,288/5,002) and 21% (659 + 694 = 1,353/5,002) with GRI and
WALI, respectively. As a result, each of the distinct tokens leads to at least one bug-revealing
test case. Similar results are observed with SIT on both Politics and Business datasets. With
the Politics dataset, SIT shares an overlap of 25% (37/143)withGRI andWALI. Additionally,
we notice that there is a limited overlap betweenGRI andWALI,meaning they can reveal bugs
that the other approach didn’t identify. This indicates that combining both approaches can
complement the existing testing strategy by identifying a greater variety of susceptible tokens
that were previously not replaced by the baseline approaches, which can further be used for

10 Note that the baseline approaches utilized a predefined maximum number of generated mutants to prevent
an excessive number of test cases. This condition is maintained in our experiments to ensure a fair comparison.
11 Note that each different replaced token can at least result in one different translation bug.
12 Due to the space limitation, we only show the results using LCS metric for comparison with TransRepair
and CAT for Figs. 4, 5 and 6. More results are shared in Appendix A.
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Fig. 4 Overlap of the replaced
tokens in translation bugs
detected by GRI, WALI, and
baseline approaches

generating new test cases with a word replacement strategy. Note that for TransRepair, we
observe a more significant overlap. As it relies on a restricted dictionary to locate substitutes
for specific tokens (cf. Section 4-RQ1), a considerable number of tokens identified by GRI
and WALI do not have corresponding substitutes in the corpus. Consequently, the overlap
among these three approaches is quite extensive.

To better demonstrate our complementary to the existing baseline approach, Table 5 pro-
vides examples of metamorphic test cases generated by SIT, CAT, GRI, and WALI where
only GRI and WALI have successfully detected bugs.

For instance, the first example pertains to a sentence in which CAT generates four mutants
by replacing the word “eight” with “three”, “five”, “ten”, and “two”. However, such replace-
ments have little effect on the final translations, rendering CAT incapable of detecting
translation bugs for this sentence. On the contrary, GRI identifies the word “retreated” as
a replacement target, which is substituted with “moved”, a word that has a similar semantic
meaning. As the result shows, this perturbation has a relatively large impact on the translation,
specifically affecting the segment “It has moved from them,” which, due to the substitution
of “moved” is translated to a Chinese phrase with a totally different meaning (i.e., “The
government has already got rid of the predicament”). Similarly, WALI identifies “ago” as
a vulnerable token and replaces it with “back”, which does not alter the sentence’s mean-
ing. Interestingly, this substitution affects the translation of the unchanged word “collapsed”,
which was initially translated as “崩溃(crumbled)” and subsequently translated as “倒塌(fell
apart)” due to the replacement of “ago” with “back”. “崩溃(crumbled)” generally refers
to a breakdown or collapse, often used metaphorically to describe emotional or system
failure. “倒塌(fell apart)” specifically means a physical collapse or falling of a structure.
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Table 5 Examples of test cases generated by CAT, SIT, GRI and WALI where only GRI and WALI have
detected bugs

This demonstrates a unique translation bug caused by the token substitution selected by
WALI.

Our proposed approaches GRI and WALI can detect unique translation errors that are
not detected by the baseline approaches, and thus, can complement current translation
system testing methodologies.

RQ3: What are the contributing factors that could raise the probability of generating
bug-revealing test cases for translation systems?
Motivation Our previous results indicate that the impact of token substitution on the sys-
tem’s performance varies depending on the specific token being replaced. To gain a deeper
understanding of the factors that contribute to the generation of bug-revealing test cases for
translation systems, we conduct further analysis of the results. Such analysis aims to identify
the key factors that increase the likelihood of generating effective test cases for translation
systems, with the goal of providing valuable insights for future research in this field.

Approach To answer this research question, we focus on the source sentences that can detect
translation bugs and conduct the analysis from two aspects: 1) the distribution of part-of-
speech (POS) tags (Xia 2000) in these source sentences and 2) the length of the source
sentences for the three studied approaches.

Result To a greater extent, the substitution of nouns tends to expose more bugs for
translation systems. Figure 5 shows the distribution of the POS tags in the bug-revealing
source sentences. We can see that translation bugs can be detected by replacing the tokens
of various part-of-speech (POS) tags in the source sentences. For example, GRI can detect
translation bugs aroused by over 20 types of POS tags. Meanwhile, for all three approaches,

123



Empirical Software Engineering            (2025) 30:13 Page 21 of 38    13 

Fig. 5 Number of reported bugs (y-axis) per mutant type (x-axis). This figure shows the distribution of bugs
in terms of POS tags

it is clear that nouns are the predominant POS tag that contributes to bug detection. This
observation can be attributed to the significance of lexical items in determining the meaning
of the sentence. Nouns often play a crucial role in shaping the meaning of the sentence and
are frequently associated with polysemous words, which further complicates their interpreta-
tion (Zhang et al. 2017). Therefore, perturbing nouns can increase the likelihood of detecting
translation bugs.

Furthermore, sentences that contain a larger number of tokens tend to bemore chal-
lenging for exposing translation bugs in translation systems.As illustrated in Fig. 6, under
all distance metrics except TF-IDF, with the increase of the length of source sentences, the
percentage of reported bugs decreases. We further calculate the Spearman correlation (Mood
et al. 1973) between the proportion of reported bugs and the length of source sentences, and
we find that overall, they have a negative correlation between each other (e.g., for BLEU-
based metric, the correlation coefficients are -0.79, -1.0, and -1.0 for CAT, GRI, and WALI
respectively). This is attributed to the fact that, as the length of the source sentence increases,
substituting a single token has less impact on the overall semantic meaning of the sentence.
When a sentence is short (e.g., length≤ 5), a single substitution can cause a significant devia-
tion in the sentence’s meaning, as the sentence is short, it may not provide enough context for
the translation system to comprehend. This finding suggests that putting more attention on
the selection of short sentences for translation system testing, may expose more translation
bugs (Guo et al. 2021; Deng et al. 2022).
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Fig. 6 Percentage of reported bugs (y-axis) vs. length of the input sentence (x-axis). This figure shows the
distribution of bugs in terms of sentence length

The replacement of nouns in a source sentence has a higher chance of exposing bugs in
translation systems. Additionally, there exists a negative correlation between the length
of source sentences and the percentage of reported bugs.

5 Discussion

In the previous section, we conducted several experiments and showed that both of our
proposed approaches, GRI and WALI can effectively detect bugs in translation systems. In
this section, we would like to discuss the possibility of combining GRI and WALI into one
approach, and our initial attempt of trying to include large language models (LLMs) for
generating tests and as target translation systems.

The possibility of combining GRI and WALI We included both GRI and WALI in our
study because they utilize different types of white-box information. GRI leverages gradient
information, whileWALI employs word alignment information to identify vulnerable tokens.
By presenting both approaches, we aim to provide a comprehensive evaluation, enabling
researchers andpractitioners to select themost suitablemethod for their specific requirements.
However, as indicated by the intersection of tokens highlighted by both approaches (see
Fig. 4), these intersecting tokens warrant further study.

Therefore, to explore the effectiveness of combining the two approaches, we analyzed
the success rate of test cases generated by replacing the tokens identified by both methods.
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Specifically, we examined how many test cases in the intersection of the GRI and WALI
approaches were flagged as potential bugs.

Using a simple combination strategy, the results indicate that integrating GRI and
WALI achieves a slightly higher success rate compared to each method used alone.

Table 6 exhibits the number of reported test cases for each metric across different
approaches. The first row lists the distance metrics for TransRepair and CAT, while the
following rows present the success rate in the intersection of GRI and WALI using the Tran-
sRepair and CAT replacement strategies, with the number of reported bugs in parentheses.
The second half of the table reports the success rate reported by the Distance between the
Dependency Parse Tree for SIT in the intersection of GRI and WALI for the Business and
Politics datasets. For example, for the TransRepair-based approach, there are 3,216 total
test cases at the intersection of the GRI and WALI approaches. Using the LCS metric, this
approach reported 1,578 suspicious bugs, resulting in a 49.06% success rate. Each row shows
the success rate of the intersection of GRI andWALI on top of each baseline approach. Com-
paring Table 6 to the results in Table 3, we observe that the success rate is similar to that of
GRI and WALI separately and sometimes slightly better. This discussion utilizes a simple
combination strategy to explore the possibility of employing both white-box approaches. The
results show that the combination can slightly improve the performance (i.e., success rate) of
the proposed approaches. Thus, it could be a promising direction to explore other strategies
to combine these two types of information. In RQ 2, we further explored the intersection and
the complementarity of these approaches, showing that each white-box method can identify
unique bugs separately. Therefore, we believe that both approaches are valuable and should
be considered for future research.

LLM-basedExperiments In this part,wefirst explore the applicationofwhite-box approaches
to LargeLanguageModels (LLMs),which currently play a dominant role inNLP tasks.Given
the significant influence and extensive use of LLMs in various domains, it is crucial to assess
whether our white-boxmethodologies are compatible with these advancedmodels.We aim to
apply our white-box strategies to one of the prominent LLMs to determine their applicability
and effectiveness in providing insights and improvements for these models.

We selected LLaMA-3, Large Language Model Meta AI (Touvron et al. 2023), as our
targetmodel for this discussion. This choicewasmade because LLaMA-3 is an autoregressive
language model based on a transformer architecture, recognized as one of the state-of-the-
art large language models and is open-sourced for research. Released by Meta in 2023,
it is available in two configurations: one with 8 billion (8B) and another with 70 billion
(70B) parameters. This model has been trained on trillions of tokens sourced from publicly
available datasets. Research indicates that LLaMA-13B, one of its variants, outperformsGPT-
3 (175B) inmost benchmarks.Due to hardware and cost limitations,we opted toworkwith the
LLaMA-3 8B version, specifically fine-tuned on the deepctrl-sft-data (deepctrl 2024), known

Table 6 Success rate of test cases in the intersection of GRI and WALI for different approaches

LCS ED TFIDF BLEU # of test cases

TransRepair 49.06% (1578) 49.59% (1595) 55.94% (1799) 46.21% (1486) 3216

CAT 59.22% (607) 59.71% (612) 65.27% (669) 55.71% (571) 1025

SIT Business Politics

# of reported bugs # of test cases # of reported bugs # of test cases

14.32% (60) 419 10.87% (45) 414
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as Llama3-Chinese (Zhichen Zhang 2024). This choice enables us to assess the applicability
of our white-box approaches within feasible resource constraints.

Given the resource demands associated with experimenting on LLaMA-3, we chose the
Politics andBusiness datasets as the test sentences for our evaluation. Importantly, asLLaMA-
3 is not a Sequence-to-Sequence model and lacks a cross-attention layer, theWALI approach
is not applicable to this model. Therefore, for this discussion, we focus exclusively on eval-
uating the Gradient-based Identification (GRI) approach on the LLaMA-3 Chinese model,
detailed as Llama-Chinese (Zhichen Zhang 2024), using the Politics and Business datasets
as outlined in Section 3.1.

Upon reviewing the results and test cases, we noted that, although LLaMA-3 functions
as a chat model and was set with the context ”Translate from English to Chinese,” some test
cases did not translate successfully. The occurrences of unsuccessful translations in the chat
model are random and arbitrary. In addition due to the inherent complexities of LLMs, the
translations given by LLMs are often unstable. For example, given the same input sentence
“Imagine if you’re a very large retailer that has a large number of locations, said Martin
Fleming, chief economist at IBM,” Llama-Chinese produces different translations on two
runs: first outputting “想象一下，如果您是一家拥有大量分店的大型零售商, IBM首
席经济学家马丁弗林姆将会说◦ (Let’s imagine, if you are a very large retailer that has a
large number of locations, the chief economist at IBM, Martin Fleming will say. ),” and the
second time, “如果你是一家非常大的零售商，并拥有许多分店，那么Martin Fleming,
IBM首席经济学家所说的想象会变得非常有意义◦ (If you’re a very large retailer and
has a large number of locations, then Martin Fleming, what the chief economist at IBM said
becomes meaningful.)” Therefore, it is challenging to induce controlled modifications to the
translations of LLMs, which is the fundamental idea behind themetamorphic testing strategy.

This discussion explores the applicability of the white-box approaches on LLMs, except
for the hardware and cost limitations, it is possible to apply the white-box testing approaches
on the LLMs.However, applying the approaches to the LLMs as a targetmodel is challenging.
However, using LLMs in the NLP task testing is a promising direction that is worth further
study.

In addition to utilizing LLMs as target translation systems, we further investigate
their potential as a baseline replacement approach. Unlike replacement strategies that use
BERT (Devlin et al. 2019) to find substitutes and generate test cases, LLMs possess the capa-
bility to directly produce test cases. For this experiment, we utilized Llama3-8b (Touvron
et al. 2023) as the baseline replacement strategy. The model was provided with the following
prompt to generate test sentences: “when I give you a sentence, you can only replace ONE
random word with its synonym and try not to change the semantic of the phrase, generate
FIVE sentences as required.” This experiment was conducted using the Politics and Busi-
ness datasets. For GRI and WALI approaches, we employed the prompt: “when I give you
a sentence, you can only replace {selected tokens} with its synonym and try not to change
the semantic of the phrase, output ONLY the generated sentence.” In this case, we explicitly
specified the token to be replaced, rather than selecting a random token from the sentence.
We utilized the same model, opus-mt-en-zh (Helsinki-NLP 2020b), as the target translation
system across all experimental conditions.

The experimental results are presented in Table 7. Table 7 details the number of test cases
generated by Llama3 using random replacement and the specified replacements for GRI and
WALI, as listed in the last column. We employed the same distance metric as the test oracle
to detect translation bugs, following the predefined threshold mentioned in Section 2.4. The
number of reported bugs detected by different metrics is listed in Table 7. Analysis of Table 7
reveals that Llama3 successfully generated approximately 500 test cases for all approaches
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Table 7 Number of bugs reported
by Llama-based approach VS.
GRI and WALI

LCS ED TF-IDF BLEU # test cases

Business Llama 451 453 461 449 500

GRI 318 321 335 303 463

WALI 353 358 364 341 479

Politics Llama 443 444 446 438 499

GRI 306 311 322 298 453

WALI 315 319 327 311 464

as specified (five test cases for each of the 100 sentences from the dataset). Notably, the
random replacement method implemented by Llama3 yielded a higher number of reported
bugs compared to both the GRI and WALI approaches.

By inspecting the test cases generated by Llama3 and the results, we have identified
several notable insights. First, Llama3 demonstrates the ability to generate semantically
equivalent test cases by replacing one word in the sentence with a context-appropriate syn-
onym. This capability surpasses that of baseline approaches such as TransRepair, CAT, and
SIT, which rely on the BERT-masked language model. Llama3’s superior performance can
be attributed to its larger corpus and enhanced comprehension of semantic and syntactic sen-
tence structures. Furthermore, Llama3 achieves this substitution under a black-box setting,
eliminating the need for sentence encoding and word embedding extraction. Consequently,
without the complex computation typically associated with encoding and embedding pro-
cesses, the replacement procedure is executed more rapidly.

On the other hand, the test cases generated by Llama3 exhibit occasional instability.
As previously noted, the output of Large Language Models (LLMs) can be inconsistent,
particularly when the prompt imposes fewer constraints. When instructed to generate five
test cases by replacing one random word in a sentence, Llama3 sometimes alters more
than three tokens and even the sentence structure. For instance, given the sentence from the
Business dataset, “Anxiety over flying on Boeing’s 737Max planes reached a fever pitch after
the crash in Ethiopia.”, Llama3 produced “Panic set in as anxiety over flying on Boeing’s
737 Max planes reached a peak after the crash in Ethiopia.” with the provided prompt. This
example demonstrates the replacement of multiple words and the uncontrolled modification
to the sentence rather than the specified single-word substitution. These inconsistencies can
be mitigated by explicitly specifying the word to be replaced in the prompt. The higher
frequency of such deviations in the baseline Llama3 approach accounts for the increased
number of flagged bugs observed in our results.

In summary, these experiments motivate us to explore alternative approaches for utilizing
LLMs for generating test cases and detecting translation bugs. For example, instead of directly
asking LLMs to generate test cases, it can be used to identify the vulnerable tokens in the
original source sentence for replacement and then apply the word replacement strategy to
generate test cases. The potential of this methodology to enhance both the efficiency and
accuracy of translation testing presents a compelling direction for our future research.

Evaluation of GRI and WALI with top-10 tokens. In our evaluation of the proposed
approaches, we selected the top 5 tokens for both GRI and WALI for token substitution
and test case generation. We then conducted an identical experiment using the top 10 identi-
fied tokens. The number of generated test cases and reported bugs are presented in Table 8.

A comparative analysis of Tables 8 and 3 reveals a positive correlation between the number
of selected tokens and the quantity of generated test cases. Notably, the test cases generated
by GRI for the TransRepair-based approach increased from 3,194 to 5,239. Concurrently, an
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Table 8 Test cases generation and test success rate for TransRepair, CAT, and SIT with 10 selected tokens

Metric GRI WALI

LCS 2,504 (47.80%) 2,561 (46.90%)

ED 2,534 (48.37%) 2,594 (47.50%)

TFIDF 2,923 (55.80%) 3,009 (55.10%)

BLEU 2,363 (45.10%) 2,400 (43.95%)

# of test cases 5,239 5,461

(a) TransRepair

Metric GRI WALI

LCS 4069 (55.05%) 4530 (61.28%)

ED 4123 (55.78%) 4530 (61.28%)

TFIDF 4530 (61.28%) 4530 (61.28%)

BLEU 4530 (61.28%) 4530 (61.28%)

# of test cases 7,392 9,615

(b) CAT

Dataset Metrics GRI WALI

Business Dependency 146 (6.98%) 152 (7.59%)

# of test cases 2089 2001

Politics Dependency 155 (7.37%) 152 (7.49%)

# of test cases 2103 2028

(c) SIT

increase in reported bugs was observed. However, this was accompanied by a decrease in the
success rate.

For the CAT and SIT approaches, the success rate using top-10 tokens was found to be
comparable to or lower than that achieved with top-5 tokens. This experimental outcome
indicates that while an increase in the number of selected tokens leads to a higher volume
of test cases, it does not necessarily correlate with improved performance of the approaches.
Consequently, we select top-5 tokens for the experiment.

6 Related work

We present the related work in two parts: machine translation testing in Section 6.1 and
adversarial attacks in Section 6.2.

6.1 Machine Translation Testing

Machine translation is widely used in today’s society, leading to increased attention towards
testing the accuracy of translation systems. However, testing translation systems presents a
challenge compared to other supervised tasks, such as classification, due to the complexity
of the output format. To determine the correctness of a translation, metamorphic relations are
typically used as the mainstream testing methodology because of their universal applicability
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and cost-effectiveness (Sun et al. 2021). Recent works (Sun et al. 2022; He et al. 2021, 2020;
Gupta et al. 2020; Pesu et al. 2018; Wang et al. 2019; Zhou and Sun 2018; Xie et al. 2020,
2022) have explored the use of metamorphic testing approaches, where a token in the input
sentence is mutated to test resulting translations. The intuition is that similar sentences should
generate similar translations, and any change in the semantic meaning of the input sentence
should be reflected in the translated sentence.

Recent works such as SIT (He et al. 2020), PatInv (Gupta et al. 2020), TransRepair (Sun
et al. 2020) and CAT (Sun et al. 2022) propose machine translation testing approaches that
generate sentence pairs through modifying a single token in the original sentence.

TransRepair (Sun et al. 2020) utilizes vector representations of tokens to compute the sim-
ilarity between each pair of tokens. SIT leverages the mask language model (MLM) (Devlin
et al. 2019) to identify contextually similar replacements for a given token, thus ensuring
the preservation of the sentence’s structural coherence. In addition to SIT (He et al. 2020),
CAT (Sun et al. 2022) employs a grey-box approach to assess the impact of the replacement,
using the MLM and vector representations of tokens to calculate context-aware semantic
similarity between the original and substitute tokens. This ensures that the replacement only
makes subtle changes to the original sentence and eliminates false positives that may arise
from the replacement process. In contrast, PathInv generates pairs of sentences that are syn-
tactically similar but semantically different to evaluate the translation system. The idea behind
this approach is that sentences with distinct semantic meanings should not result in the same
translation, which is beyond the scope of our study. Therefore, we selected TransRepair,
CAT, and SIT as our baseline approaches.

In addition, a recently proposed method, DCS (Liu et al. 2023), similarly to SIT, employs
constituency parsing to partition original sentences. The central concept of DCS is to achieve
more precise similarity metrics between the translations of original and mutated sentences
through the compositionality algorithm (Hintikka 1984).

In contrast to SIT, which computes the relation distance between constituency grammars,
DCS calculates similarity scores between phrases. This approach mitigates the issue of col-
lapse in long sentences, where the encoding of extended sentences tends to converge (Yan
et al. 2021). By leveraging constituency parsing, DCS enhances detection precision. It rep-
resents a black-box testing approach that utilizes constituency parsing to detect translation
bugs in the sub-structures of sentences.

However, it is important to note thatDCS remains a black-box approach, like all previously
mentioned methodologies. As such, it does not account for token-level differences in the
substitution process. The primary focus of DCS is to address the collapse issue inherent in
sentence embeddings. This is achieved through a strategic approach of sentence segmentation,
effectively truncating sentences into constituent parts. This segmentation strategy allows for
more granular analysis, potentially mitigating the loss of information that often occurs when
encoding long sequences.

It is an intriguing idea to enhance the precision of distance metrics using DCS. However,
this approach introduces the risk of generating more false positives or false negatives due to
the segmentation of the translation. In many languages, sentence segmentation can be prob-
lematic as it might completely alter the semantics of the sentence. Nonetheless, experiments
employing this approach could be of interest for future research.
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STP (Zhang et al. 2024), introduced in 2024, represents one of the most recent strategies
for testing machine translation. Unlike traditional methods that focus on word replacement,
STP advocates for the removal of contextual information from the original sentence. Based
on the principles of linguistic rhetorical structure theory (MANN and Thompson 1988), this
approach posits that removing such contextual elements should not affect the translation
outcomes of the core content, or “trunk” of the sentence. Compared to prior replacement-
based strategies, STP aims to remove redundant parts of the sentence to assess the consistency
of translation.

STP is a black-box approach that incrementally removes contextual words from the sen-
tence, generating sentence pairs. However, this method may lead to inefficiencies, as it could
produce a large number of test cases, potentially resulting in a waste of execution resources.
To enhance performance, GRI and WALI can be employed to identify words that are more
vulnerable to attack (i.e., those that should be removed).

In summary, none of the existing approaches considered the effect of the tokens chosen
for replacement or deletion on the machine translation systems. We propose therefore two
white-box approaches, GRI and WALI, that are applicable to all aforementioned testing
approaches, which can identify the tokens in the source sentences that are more likely to be
unstable and generate errors in the translation model. Our proposed approaches can be used
in addition to current testing techniques, and have the potential to enhance efficiency and
decrease computation costs.

6.2 Adversarial attacks

In the context of testing machine learning models, the adversarial attack is a crucial tech-
nique to evaluate the robustness of the model. It involves making slight and unnoticeable
modifications to the input data, aimed at intentionally distorting the model’s output. There
exist various methods to create adversarial texts that are designed to evaluate classification
systems (Goodfellow et al. 2015; Fursov et al. 2020; Zhang et al. 2019; Grosse et al. 2016).
For example, TextBugger (Li et al. 2019) utilizes gradient information to generate adversarial
examples for text classification systems. Wang et al. (Wang and Zheng 2020) propose to use
the word alignment information to generate training examples to improve the grammatical
error correction models. The prior studies (Goodfellow et al. 2015; Fursov et al. 2020; Zhang
et al. 2019; Grosse et al. 2016; Wang and Zheng 2020) have demonstrated the usefulness
of the internal information of DL models. This insight has served as the inspiration for the
development of our methodologies, GRI and WALI, which are designed to leverage infor-
mation derived from the gradients and confidence scores of the translation model, for testing
neural machine translation systems.

7 Threats to validity

External validity In our study, we have utilized three datasets (i.e., News Commen-
tary (WMT18 2018) and 100 English sentences extracted from each of the CNN Business
and Politics articles) and a translation system (i.e., Transformer (Helsinki-NLP 2020b)). The
dataset and translation system are for English-to-Chinese translation, following the exper-
imental setup of CAT, TransRepair and SIT. Therefore, it is necessary for future research
to examine the effectiveness of our proposed approaches on other translation models and
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datasets covering various languages. GRI andWALI can be extended to other models. Specif-
ically, GRI can be utilized with other systems since gradient information is accessible for
any model that can be fine-tuned or trained. Conversely, WALI relies on the cross-attention
layer for word alignment information, which may limit its application to models without
this layer. In Section 5, we discuss the potential of applying these white-box approaches on
LLMs, highlighting both promising insights and challenges. These experiments encourage
us to investigate alternative methods for detecting translation bugs.

Internal validity InWALI, we use the encoder-decoder attention weights of the Transformer
model to align the target and source tokens, which although effective, may not always be
precise. For future research, we can employ a more sophisticated alignment approach to
enhance the approach. In addition, the automatic test oracle used for bug detection relies
on distance metrics to evaluate the quality of translations. However, the metrics used for
evaluating translations may not accurately reflect human perceptions of translation quality,
and human evaluation may be subject to individual biases. We followed the same human
evaluation criteria as used in the baseline approaches and randomized the test inputs to
reduce bias. To address this issue, future research could incorporate more manual evaluations
to assess the effectiveness of GRI and WALI with a larger number of evaluators to minimize
bias.

8 Conclusion

In this paper, we present two white-box approaches, GRI and WALI, which can improve
current machine translation testing techniques. By comparing the bug detection outcomes
of our approaches with those of the baseline approach, we demonstrate that our approaches
can enhance the efficacy of the existing testing methods. Specifically, our approaches are
able to detect a greater number of bugs with fewer test cases and can identify previously
unnoticed bugs, complementing the existing testing approaches. Our research illuminates
the advances in using white-box approaches to improving neural machine translation testing
techniques. Furthermore, our approaches demonstrate the potential of using white-box-based
information in the quality assurance of AI software.

A Figures
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Fig. 7 Overlap of the replaced tokens in translation bugs detected by GRI, WALI, and baseline approaches
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Fig. 8 Number of reported bugs (y-axis) per mutant type (x-axis). This figure shows the distribution of bugs
in terms of POS tags
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Fig. 9 Percentage of reported bugs (y-axis) vs. length of the input sentence (x-axis). This figure shows the
distribution of bugs in terms of sentence length
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