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Code embeddings have seen increasing applications in software engineering (SE) research and practice recently. Despite the advances in embedding techniques applied in SE research, one of the main challenges is their generalizability. A recent study finds that code embeddings may not be readily leveraged for the downstream tasks that the embeddings are not particularly trained for. Therefore, in this paper, we propose GraphCodeVec, which represents the source code as graphs and leverages the Graph Convolutional Networks to learn a more generalizable code embeddings in a task-agnostic manner. The edges in the graph representation are automatically constructed from the paths in the abstract syntax trees, and the nodes from the tokens in the source code. To evaluate the effectiveness of GraphCodeVec, we consider three downstream benchmark tasks (i.e., code comment generation, code authorship identification, and code clones detection) that are used in a prior benchmarking of code embeddings and add three new downstream tasks (i.e., source code classification, logging statements prediction, and software defect prediction), resulting in a total of six downstream tasks that are considered in our evaluation. For each downstream task, we apply the embeddings learned by GraphCodeVec and the embeddings learned from four baseline approaches and compare their respective performance. We find that GraphCodeVec outperforms all the baselines in five out of the six downstream tasks and its performance is relatively stable across different tasks and datasets. In addition, we perform ablation experiments to understand the impacts of the training context (i.e., the graph context extracted from the abstract syntax trees) and the training model (i.e., the Graph Convolutional Networks) on the effectiveness of the generated embeddings. The results show that both the graph context and the Graph Convolutional Networks can benefit GraphCodeVec in producing high-quality embeddings for the downstream tasks, while the improvement by Graph Convolutional Networks is more robust across different downstream tasks and datasets. Our findings suggest that future research and practice may consider using graph-based deep learning methods to capture the structural information of the source code for SE tasks.
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1 INTRODUCTION

Over the last few years, both researchers and practitioners have witnessed the success of applying deep learning techniques to natural language processing (NLP) tasks [7]. The advances of these neural network methods have led to breakthroughs in addressing a variety of NLP based research problems, including machine translation,
document classification, etc. For example, in the task of document classification, directly apply convolutional neural networks (CNN) to the text data and obtain better results compared to the traditional support vector machine (SVM) method. As one of the key aspects in NLP, distributed vector representation of words, a.k.a., word embeddings, has attracted much attention. Word embeddings project words into a low-dimensional semantic space, where each word is represented by a vector of real numbers. Studies [40, 43] show that the use of pre-trained word embeddings can improve the performance of downstream tasks (e.g., sentence classification [40]). In addition to the wide application of word embeddings in NLP, prior software engineering (SE) research also illustrates the effectiveness of distributed code representation (i.e., code embeddings) in assisting in software engineering tasks, such as automatic program repair [16, 86, 90], software vulnerability prediction [25, 70], method name prediction [2, 6], and code clones detection [11].

Despite recent advances in code embeddings, one of the main challenges of applying such embeddings in research and practice is their generalizability to downstream tasks that the embeddings were not particularly trained for. Recently, Kang et al. [34] evaluate two pre-trained code embeddings generated by GloVe [69] and code2vec [6], by applying these two pre-trained embeddings to three downstream SE tasks, including code comment generation, code authorship identification, and code clones detection. However, the results show that code embeddings may not be readily leveraged in the models of the downstream tasks for which they have not been trained. In other words, pre-trained code embeddings may not generalize to different downstream tasks.

On the other hand, both studied embedding techniques in the prior work [34] have their limitations. In particular, GloVe [69] treats the source code as plain text and only considers the unstructured local textual information which may miss the useful syntax information from the source code. Code2vec [6] parses each method in the source code to an abstract syntax tree (AST) and focuses on the utilization of the structural information extracted from such ASTs. However, the token vectors are learned using a supervised approach, where the training objective is method name prediction instead of a task-agnostic purpose. Therefore, in this work, we aim to find out whether the lack of generalizability of these code embeddings can be alleviated by learning task-agnostic embeddings from both the syntax and semantic information of the source code in a task-agnostic manner.

Meanwhile, the recently proposed graph-based deep learning methods [47] have been successfully employed in several SE tasks such as variable name prediction [3] and variable misuse prediction [3]. However, such graph-based methods have not been used for learning source code embeddings. Therefore, in this paper, we adopt the Graph Convolutional Networks (GCN) [17, 38] to learn code embeddings due to its ability for handling structural information in graphs. We first construct graph representations from the abstract syntax trees (ASTs) of the source code, then leverage the GCN model to train the code embeddings from the context information provided by the graph representations. Unlike previous work [3, 6, 95] which learns code representations for specific tasks, this work learns task-agnostic code embeddings, aiming to effectively apply the learned embeddings to different downstream SE tasks.

To quantitatively assess the quality of our learned code embeddings in SE tasks, we use and extend the existing benchmark tasks published by Kang et al. [34]. Specially, we add three new downstream tasks to the existing ones, resulting in a total of six downstream tasks: code comment generation, code authorship identification, code clones detection, source code classification, logging statements prediction, and software defect prediction. We apply our learned code embeddings in these benchmark tasks and compare it with four baseline approaches. Specifically, we organize the discussion of our results along with the following three research questions (RQs).

**RQ1** How effective is GraphCodeVec compared with other baseline embedding techniques in representing the source code? We compare GraphCodeVec with other four state-of-the-art baseline embedding techniques in the six downstream tasks. We observe that GraphCodeVec outperforms the baseline approaches in five out of the six downstream tasks.
RQ2 How does the structural context information of the source code impact the effectiveness of the embeddings generated by GraphCodeVec? We perform an ablation experiment to understand the impact of the context information extracted from the structures of the source code (i.e., the ASTs) on GraphCodeVec. We find that although overall, such structural context information can benefit GraphCodeVec in producing code embeddings for the downstream tasks, there may be cases where the structural information may not provide additional benefit.

RQ3 How does the GCN model impact the effectiveness of the embeddings generated by GraphCodeVec? We perform another ablation experiment to understand the impact of the used model (GCN) for training the code embeddings. We find that using the GCN model performs better than using a shallow neural network as used in Word2vec.

The main contributions of this work include:

- We propose a source code embeddings approach, GraphCodeVec, which represents the source code as graphs and utilizes the Graph Convolutional Networks (GCN) to learn task-agnostic code token representations.
- We extend an existing benchmark to a total of six downstream SE tasks for evaluating code embeddings.
- We conduct comprehensive experiments on the benchmark downstream tasks, which demonstrates that GraphCodeVec performs comparable or better than the existing approaches on all the studied downstream tasks.
- We perform ablation experiments to understand the impact of the important modeling decisions (i.e., training context and training model) on our approach and demonstrate that both the structural context information and the GCN model benefit our approach in producing more generalizable code embeddings.
- We share our trained embeddings and downstream tasks with the research community.

Paper organization. We present the background and survey prior research that is related to our work in Section 2. In Section 3, we describe our proposed approach. Section 4 presents our experimental setup. Section 5 discusses the experimental results of evaluating GraphCodeVec along three research questions. In Section 6, we further discuss the impact of different parameter settings and different data sampling strategies on the performance of code embeddings. Section 7 discusses the threats to the validity of our study. Finally, Section 8 concludes this paper.

2 BACKGROUND AND RELATED WORK

2.1 Background

2.1.1 Word embeddings in NLP. Recently, word embeddings have become one of the most powerful techniques in natural language processing. Word embeddings are a way to represent words of a vocabulary into a space with real-valued numbers. A meaningful word embedding projects each word into a low-denominational space (i.e., vector), where words with similar semantics are located closer to each other (i.e., vectors with shorter distances).

Considering the importance of word embeddings in NLP, in this subsection, we present the recent development of influential word embeddings models.

The field of word embeddings has witnessed a fast growth since the release of Word2vec [56, 57]. Word2vec uses a simple two-layer neural architecture to learn distributed word representations. Word2vec contains two different but related models: Continuous Bag-Of-Words (CBOW) and Skip-gram. The CBOW model tries to predict the target word by considering its surrounding words within the context window. The goal of the model

---

1 The embeddings and downstream tasks are available at Google Drive.
is to minimize the following loss function:

$$L = -\frac{1}{N} \sum_{i=1}^{N} \sum_{-c \leq j \leq c, j \neq 0} \log p\left(w_t | w_{t+j}\right)$$

where $w_t$ is the target word, $c$ is the context window size, and $p\left(w_t | w_{t+j}\right)$ is the conditional probability of generating the central target word $w_t$ from given context word $w_{t+j}$. Different from CBOW which utilizes the context words to predict the target one, Skip-gram model tries to predict the surrounding context words given the target word. The goal of the model is to minimize the following loss function:

$$L = -\frac{1}{N} \sum_{i=1}^{N} \sum_{-c \leq j \leq c, j \neq 0} \log p\left(w_{t+j} | w_t\right)$$

where $w_t$ is the target word, $c$ is the context window size, and $p\left(w_{t+j} | w_t\right)$ is the conditional probability of generating the context word $w_{t+j}$ from the given central target word $w_t$.

GloVe [69] is a popular unsupervised embedding learning algorithm that is based on the words co-occurrence statistics. To obtain the vector representation for each word in the vocabulary, Pennington et al. [69] adopt the following loss function to train word embeddings,

$$J = \sum_{i,j=1}^{N} f\left(X_{i,j}\right) \left(w_i^T \hat{w}_j - \log X_{i,j}\right)^2$$

where $X$ denotes the word-word co-occurrence matrix, $f\left(\cdot\right)$ is a weighting function, $w_i$ and $\hat{w}_j$ are the corresponding word vectors, respectively.

fastText [10] is another recent prominent embedding technique proposed by Facebook’s AI Research lab. Compared to previous mentioned embedding techniques which ignore the internal structure of a word (i.e., character level information), fastText extends Skip-gram model and exploits subword information to construct word embeddings. To include the internal information of each word, fastText represents each word as a bag of character n-grams (i.e., each subword is represented by a n-gram) and learns the vector for each n-gram. Finally, each word is represented by the sum of the vector representations of its subword n-grams.

Due to the ability to capture the semantics interpretable for machines, word embeddings play an important role for many downstream NLP tasks. For example, Li et al. [43] and Vashishth et al. [84] adopt the trained word embeddings to initialize the embedding layer of neural networks based models for the task of named entity recognition (NER) which is to identify and classify the entity mentions into predefined categories, such as persons, locations, etc. Meanwhile, [?] computes a linear combination of word embedding of each word in the text, which is then fed as the features into a logistic regression model for the task of sentiment classification to determine whether a document is positive or negative.

2.1.2 Code embeddings. Similar to word embeddings, code embeddings are a way to represent each source code token into a space with real-valued numbers. Prior research proposes various approaches for learning distributed code representations (i.e., code embeddings). In this section, we present a background of existing code embedding techniques. Based on the training context, the existing code embedding techniques can be classified into two categories: (1) textual context-based and (2) structural context-based methods.

Textual context-based embeddings. Similar to natural languages, programming languages are usually repetitive and predictable [26]. Thus, prior research [10, 20, 81] considers source code as plain text and directly applies existing word embedding techniques to source code. In this section, we review three of the most popular textual context-based works for code embeddings, i.e., Word2vec [56, 57], GloVe [69] and fastText [10].
As described in Section 2.1.1, Word2vec [56, 57], GloVe [69] and fastText [10] are all unsupervised embedding learning algorithms and can be easily adopted for source code embeddings training. In these models, the source code is treated as plain text and only the local textual information is considered.

Word2vec uses a local window with a fixed length and considers the tokens in the window that surround the target token as its context. The context tokens are treated equally or processed based on the distance with the central target token. However, this is not in accord with the programming rules. For example, consider the following class declaration in Java.

```java
public class Embeddings {
    public static int dims;
    ...
    public static float empty;
    ...
}
```

Assuming the window size is five, and the target token is "Embeddings", the token "dims" is one of the context tokens captured by the window, but the token "empty" is missed due to its long distance to the target token. However, both should have the same importance for "Embeddings", as they are the variables declared in the same scope. Moreover, the first two "public" keywords are also within the window, and they are treated equally for "Embeddings"; but intuitively, they should be processed differently, as the first is an access modifier for the class while the other is for its attribute. fastText considers the subword information, but it still adopts a similar strategy to construct the context and faces the same problems. Although GloVe adopts the global co-occurrence statistics, it does not consider the structural dependencies among the tokens.

**Structural context-based embeddings.** Source code contains explicit structural information (e.g., classes, methods, branches), which may not be fully represented by a sequence of tokens [61, 65, 95]. Thus, researchers have proposed approaches that consider the structural information in the source code [6, 11, 29, 95]. In this part, we first introduce the abstract syntax tree (AST) and then describe code2vec [6], a baseline approach in our experiments, which produces the embeddings based on ASTs.

The abstract syntax tree represents the programs with the syntax information using a tree. As illustrated in Figure 1, the leaf nodes are the tokens of the program, and others are AST node types. Considering its power in preserving all levels of information of the source code, including the text as well as the syntactic structure, ASTs have been applied into a variety of software tasks, such as log levels suggestion [?] and code clones detection [95], etc.

Fig. 1. Tree representation of the code snippet generated by JavaParser. For simplicity, only part of the tree are displayed.
Code2vec is a code representation model recently proposed by Alon et al. [6]. Like many other AST-based models, code2vec is also trained and evaluated on a single task, namely, method name prediction. In particular, in this model, the authors first extract all the methods from the selected code repository. Then the methods are transformed into a collection of ASTs. Next, triplets are constructed from the trees, where the first and last elements are the terminal nodes of the AST, and the middle element is the path connecting them. Once having the training corpus (i.e., the triplets), a path-attention network [6] is used to learn token and method names as well as the path vectors. Code2vec uses the cross-entropy loss to train the model, and the learned embeddings are task-specific.

2.2 Related work

Source code embeddings is an essential part of many SE tasks [2, 6, 11, 15, 16, 25, 70, 86, 90]. Due to the advancement of neural networks, researchers propose various approaches for learning code embeddings to assist in SE tasks. In this section, we report related works for each category of code embedding presented in Section 2.1.2.

Textual context-based code embeddings. Prior work extracts the local textual information from the source code and then applies embeddings techniques on the extracted textual information. For example, Efstathiou and Spinellis [20] treat the source code as plain text and use fastText [10] to train the embeddings for different languages. Harer et al. [25] convert code tokens into a vectorial representation using the Word2vec algorithm. They collect open-source C/C++ programs and apply the lexer on the source code. The trained embeddings are used to initialize the feature embedding layer of the TextCNN model [36], which is later used for vulnerability detection. Chen and Monperrus [16] train Doc2vec [41] on a corpus of Java files. Source code components from each java file are extracted and tokenized. The tokenized source code components are used to train a Doc2vec model for automated program repair. Similarly, White et al. [90] adopt Word2vec to transform the file-level corpus for each program revision into streams of embeddings. Intuitively, using local textual context is reasonable as developers always code the related statements together. However, during the embeddings training, neither using a too-large local window nor a too-small window is desired. A too-large local window size may include redundant or unrelated tokens (i.e., noise tokens) in, while a too-small local window size may lose the important context tokens. In addition, considering the code snippet as plain text results in the omitting of the structural information in the source code that may be important for some downstream tasks.

AST-based code embeddings. To leverage the structural information of source code, some researchers propose AST-based representation approaches. An AST represents the source code with a tree structure, which has been proven to be useful in a wide range of software engineering fields. Zhang et al. [95] propose an AST-based neural network for source code representation. In their work, ASTs are split into a sequence of small statement trees, which are later encoded into vectors. Alon et al. [6] propose code2vec and parse ASTs to a collection of triples, where the first and last elements are leaf nodes in the tree representation, and the middle element is the path connecting these two nodes. Then, they feed the triples to an attention model for learning vector representations for arbitrarily-sized snippets of code. Büch and Andrzejak [11] implement an AST-based Recursive Neural Network (RNN) for code clones detection. Recently, Allamanis et al. [3] adopt graph-based deep learning methods [47] for variable name prediction task and variable misuse prediction task. However, all of them train the embeddings on a specific task and thus require well-labelled data and may suffer the generalizability problem. Tufano et al. [83] first train four separate code embeddings based on different training contexts (i.e., identifiers, AST, bytecode, & CFG) and then use these four embeddings in detecting similar code fragments. Our work is different from these works from both the training context extraction and the embedding learning aspects.

Downstream SE tasks using code embeddings. Similar to the usage of word embeddings for downstream NLP tasks as described in Section 2.1.1, the trained code embeddings can also be integrated for downstream SE tasks.
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Fig. 2. The overall framework of GraphCodeVec. Note: we apply the same token embeddings trained from a general dataset on all downstream tasks.

in the same way. That is, these embeddings can support both deep learning and traditional machine learning SE tasks [34]. Some researchers [34, 83] use the embeddings of tokens in programs as a feature vector and then feed these features into traditional machine learning methods. For example, Tufano et al. [83] first learn the code embeddings for each program fragment and then they adopt the ensemble learning (i.e., random forest) for detecting similarities of different code fragments. In addition, code embeddings can also be used as initialization of embeddings layers of the neural network based models for downstream SE tasks. For example, Zhang et al. [95] adopt the embeddings generated by Word2vec to initialize the embedding layer’s parameters in their neural network based model for the tasks of clone detection and code classification.

The limitations of the existing work. On one hand, Word2vec and GloVe only utilize the textual context without incorporating the structural context explicitly to learn code embeddings. On the other hand, most of the existing structural context-based models learn code embeddings in a supervised way, which heavily rely on the availability of well-annotated training data which is usually not available. Moreover, the embeddings are often trained and evaluated on the same task, raising the concern that the learned embeddings may not generalize well to other tasks.

Considering the limitations of existing works that leverage textual or AST-based code embeddings, we propose GraphCodeVec, which improves the code embeddings by representing source code as graphs and training the embeddings in an task-agnostic manner, aiming to learn task-agnostic code token representations.

3 APPROACH

Prior work [34] finds that pre-trained code embeddings may not be readily leveraged for the downstream tasks that the embeddings are not trained for. However, considering the limitations of the existing code embedding techniques, we propose GraphCodeVec, which consists of a training context preparation phase followed by an embedding learning phase. Figure 2 outlines the overall framework of GraphCodeVec. GraphCodeVec first extracts methods from a collection of source code files (i.e., Java classes), which are later transformed into AST representations. Based on these AST representations of methods, a context graph is then constructed for each extracted method. In the embedding learning phase, the GCN embedding approach [84] is used to train the token embeddings based on the graph context. Below, we describe the training context preparation and embedding learning phases in detail.

3.1 Training context preparation

In this section, we describe the procedures of how to represent the source code using a graph. Formally, given a code snippet \( D = (w_1, w_2, \ldots, w_n) \), where \( w_n \) is the \( n \)th token in the code, the goal of this step is to generate its graph representation, \( G = (\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} \) is the set of nodes (i.e., tokens in the source code), \( \mathcal{E} = \{ e_{u,v} | u, v \in \mathcal{V} \} \) refers to the edges in the graph (\( e_{u,v} \) represents the edge connecting nodes \( u \) and \( v \)).
3.1.1 AST generation. Apart from using the local window to construct the context, many NLP tasks adopt Syntactic Dependency Parse (SDP) to composite the context [40, 42, 43, 71, 92]. Meanwhile, previous studies [5, 9, 72] demonstrate that software engineering tasks can greatly benefit from leveraging the syntax information of programming languages. Hence, in this section, we follow a similar approach with that of Alon et al. [5] to extract the AST representations of source code.

In GraphCodeVec, source code is first transformed into ASTs using JavaParser², which provides the functionality of converting source code into tree representations. The structural syntax information of each method is preserved in an AST tree. For example, given the following code snippet, JavaParser produces the tree representation shown in Figure 1.

```java
public void printName (String someone){
   name = someone;
   System.out.println(name);
}
```

As Figure 1 shows, the leaf nodes are tokens in the source code which are connected by a set of JavaParser AST node types that provide the syntax structure of the code.

Based on the AST, we then extract the nodes and edges from the AST and represent the source code using a graph. Our work shares a similar way with Alon et al. [5, 6].

3.1.2 Graph context construction. Once we have the AST representation of each method of the source code, we start to construct the graph context. We first traverse the extracted ASTs (see Section 3.1.1) to collect all the leaf nodes for each method (i.e., code tokens in the source code). The collected leaf nodes are the nodes in the constructed graph. We adopt the depth-first search algorithm implemented in “TreeVisitor”³ for the traversal. To construct a graph representation of the method, we also need to identify the AST node types connecting these leaf nodes. The identified AST node types are the edges in the constructed graph. Given any two different leaf nodes, \( w_1 \) and \( w_2 \), the edge, \( e_{1,2} \) is the shortest path between these two nodes in the method’s AST. We also keep the path traversing direction to preserve as much information as possible. As a result, we can collect two different type paths for each pair of leaf nodes. The reason why we preserve the path direction is that different paths represent different syntactic relationships between these nodes. For example, in our above example, “name = someone;”, for the token “name”, “someone” is the source expression (i.e., assigner) and for the token “someone”, “name” is the target variable (i.e., assignee). In other words, the dependency relationship from “name” to “someone” is different from the dependency relationship from “someone” to “name”. Moreover, the direction of the dependency relationship is not only considered in SE tasks(e.g., [6]) but also in NLP tasks (e.g., [43]). By doing such a directed structural traversal, we construct the graph representation of the source code, where nodes represent the code tokens in the source code while the edges represent the AST node types connecting two nodes. In the constructed graph, there are \( N \) nodes and \( N \times (N - 1) \) directed edges⁴ describing the syntactic relationship between any two nodes, and \( N \) is the number of leaf nodes in the AST (i.e., code tokens in the source code).

Figure 3 illustrates a simple example of how to construct a graph from an AST. Basically, we start from one leaf node and keep traversing until finding the shortest path that connects to another leaf node. The detailed procedure is as follows:

1. Given an abstract syntax tree of a method, e.g., “printName”, we first collect all the leaf nodes.
2. We then choose two of the leaf nodes as the target and source nodes (e.g., “String” and “someone”), respectively.

---

²https://javaparser.org/.
⁴We further filter the edges by a length threshold, explained later in this section.
(3) Next, we extract the paths from the root node, 
MethodDeclaration, to the target and source nodes re- 
spectively (i.e., ⟨MethodDeclaration, parameters, Parameter, ClassOrInterfaceType, SimpleName⟩ and ⟨MethodDeclaration, parameters, Parameter, SimpleName⟩). The longest common preix of these two paths is ⟨MethodDeclaration, parameters, Parameter⟩.

(4) We then remove the longest common preix from the two paths, resulting in two sub-paths, ⟨ClassOrInterfaceType, SimpleName⟩ and ⟨SimpleName⟩. We keep the last element of the common 
preix (i.e., Parameter).

(5) We preserve the path direction from the target node to the source node and connect the path elements with −. Specifically, we reverse the sub-path connecting the target node and assign the up direction (represented as ↑). For the sub-path connecting the source node, we remain the same order and assign the down direction (represented as ↓). For example, after this step, the two paths become SimpleName↑-ClassOrInterfaceType↑-Parameter and SimpleName↓.

(6) We then concatenate the two sub-paths with the preserved last element of the common 
preix (i.e., Parameter). SimpleName↑-ClassOrInterfaceType↑-Parameter-SimpleName↓. Finally, we have two nodes, "String" and "someone" and the edge connecting them, i.e., SimpleName↑-ClassOrInterfaceType↑-Parameter-SimpleName↓, where the ↑ and ↓ are the traversing directions and no direction means an inflection node of a traversing path.

(7) We repeat steps (2) through (6) for each pair of source and target nodes, until we collect all the nodes and 
edges in the AST.

However, the number of edges is approximately the square of the number of tokens (i.e., leaf nodes). To reduce the size of the training data, we follow previous work [6] and limit the number of edges by a maximum length: if the length of an edge (i.e., the number of AST node types in the shortest path) exceeds the threshold, the edge will be ignored. In our work, we follow the work of code2vec [6], and set the threshold to eight as we find that two tokens connected by a longer edge usually do not have a direct structural relationship. Note that a relatively longer edge can preserve a more complete relationship between the leaf nodes, in other words, with a larger threshold, in the constructed graph, the target node can have edges to more other nodes and thus, generating more training context. Meanwhile, if the threshold is too large, more indirect relationships with the target node would be included, which may introduce more noise to the training corpus, leading to poor quality of the generated code 
embeddings. And if the threshold is too small, although the target token would have a more direct relationship 
with other nodes, the number of connected nodes would be small and lead to insufficient training data. Thus, the 
threshold should be tuned for specific tasks or training context.

The output of our training context preparation phase (i.e., the graph context of code tokens) are used as the 
input for our embedding learning.
public
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Fig. 4. An overview of our embedding learning phase: assume the target code token is “someone”, the nodes in blue are the relevant context tokens which are fed into a one-layer Graph Convolutional Network (GCN) for learning the distributed representations of the target token. $h_w$, $h_v$ are the hidden representations of context token and target token, respectively.

3.2 Embedding learning

This section provides a detailed description of our approach to learning distributed token representations in a task-agnostic manner. More specially, in this work, we adopt the Graph Convolutional Networks (GCN) [84] to train the token embeddings based on the graph context generated in Section 3.1. The reason why we choose GCN is that it can not only preserve both the semantic information (i.e., leaf nodes in ASTs), but also the structural information (i.e., the connecting paths in ASTs) of the source code [3].

Figure 4 illustrates our embedding learning phase. Assuming the target token is “someone”, the relevant context tokens (e.g., “name”, “String”, “printName”, “void”) are fed into the GCN model for predicting the target token, “someone”. Formally, given a graph representing the source code snippet, $G = (V, E)$, the goal is to learn a $d$-dimensional embedding for each token in $V$.

Similar to the Continuous Bag-Of-Words (CBOW) model [56, 57], which tries to predict the target token using its surrounding tokens within a local window, our approach utilizes the directly connected nodes (i.e., its neighbors), $C_w$, to predict the given target node $w$.

**Hidden representation for each node.** The hidden representation (hidden state) of each node is the output of a convolutional layer in GCN. As Figure 4 shows, the hidden representation of the target token $h_w \in \mathbb{R}^d$ is updated based on its neighbors in the graph context. More specially, the representation for the target node $w$ at the $(l + 1)$th layer in GCN is computed by:

$$h_{w_{l+1}} = f \left( \sum_{w \in C_w} \left( W^l_{w_{w-1}} h_{w_{l}}^l + b^l_{w_{w-1}} \right) \right)$$

where $W^l_{w_{w-1}}$ and $b^l_{w_{w-1}}$ are a trainable weight matrix and a bias, and $h_{w_{l}}^l$ is the hidden representation for context node $w$ at the $l$th layer.

**Edge-wise gating mechanism.** As described in Section 3.1, to reduce the number of edges in the graph, we do filtering using a threshold of edge length. In addition, there may exist different relationships among the leaf nodes: some are weak and meaningless, while others may be more meaningful. For example, we see in Figure 4 that even though the target token “someone” is directly connected with the token “void”, their relationship is not meaningful. In comparison, the relationship between “name” and “someone” is stronger. Therefore, we should
assign different weights to different context nodes when calculating the hidden representation for the target node.

To address this issue, we adopt the edge-wise gating mechanism [52]. For each target node \( w_t \), the weight score with its context token \( w_c \) is calculated as follows:

\[
g_{w_t,w_c} = \sigma \left( W_{w_t,w_c}^k h_{w_t}^k + b_{w_t,w_c}^k \right)
\]

where \( W_{w_t,w_c}^k \) and \( b_{w_t,w_c}^k \) are trainable parameters and \( \sigma (\cdot) \) is the sigmoid function. Thus, the hidden representation of the target nodes is formulated as:

\[
h_{w_t}^{t+1} = f \left( \sum_{w_c \in C_{w_t}} g_{w_t,w_c} \times ( W_{w_t,w_c}^l h_{w_c}^l + b_{w_t,w_c}^l ) \right)
\]

Training objective. Given a graph representation of the source code, \( G = (V, E) \), and the target node, \( w_t \) (the \( t \)th node), the objective of the model is to maximize the following objective function:

\[
L = \sum_{w_t \in V} \log P (w_t | C_{w_t})
\]

where \( C_{w_t} \) is the context nodes (i.e., neighbors in the graph) of the target nodes \( w_t \). \( P (w_t | C_{w_t}) \) is the conditional probability of observing the target node \( w_t \) given the context nodes, \( C_{w_t} \). \( P (w_t | C_{w_t}) \) is defined using the following softmax function:

\[
P (w_t | C_{w_t}) = \frac{\exp (v_w^T h_w)}{\sum_{w \in V} \exp (v_w^T h_w)}
\]

where \( v_w \) and \( h_w \) denote the target embedding and hidden representation of the node \( w \), respectively.

Optimization. One issue in GraphCodeVec is the high cost of computation in the softmax function (i.e., Equation 8) because it involves the iteration through every node over \( V \). To address this issue, different optimization strategies can be applied, such as hierarchical softmax and negative sampling [57]. Hierarchical softmax [57] uses a binary tree to represent the tokens in the vocabulary, \( V \), where each leaf node of the tree is a token. The probability of traversing from the root to the leaf node (i.e., target token) along the unique path is used to estimate the conditional probability. By doing such an approximation, the complexity of calculating the probability of each word goes down from \( \mathcal{O}(|V|) \) to around \( \log_2(|V|) \) [57]. While negative sampling is more straightforward [57].

The idea of negative sampling is to update a small sample of the token vectors rather than all of them, such that the computing cost of the softmax function can be reduced. In this work, following previous work [69, 84], we adopt the negative sampling, as it tends to give better results than hierarchical softmax [24, 69].

The output of our embedding learning phase (i.e., the token embeddings) are used as the input for our downstream tasks for evaluation.

4 EXPERIMENTAL SETUP

In this section, we present details of our embedding training settings and describe the six downstream tasks used in our quantitative evaluation. Three of the SE tasks, i.e, (1) code comment generation, (2) code authorship identification, and (3) code clones detection, are used for the evaluation of code embeddings in prior research [34]; while the other three, i.e., (4) source code classification, (5) logging statements prediction and (6) code defects prediction, are newly added in our extended benchmark. We select these tasks either due to the fact that they are chosen for evaluating code embeddings in previous work [34], or they are of great importance for SE community and commonly studied in the literature.
4.1 Dataset preparation

In our experiments, the dataset used for embedding learning comes from the *java-small* dataset\(^5\), which is provided by Alon et al. [6] and originally based on the dataset of Allamanis et al. [4]. This dataset is collected from publicly available open-source GitHub repositories.

Following the previous approach for pre-processing the source code [6, 15, 34], we convert the tokens into lower cases and remove all the non-identifiers (e.g., quotation marks). Meanwhile, we follow the common practice [56, 57, 69, 84] and ignore all tokens with a total frequency of less than five as there is not enough data to do any meaningful training on those rare tokens [10, 73, 89]. While constructing the graph representation, due to the limitation of the memory, we only keep the top-100 most frequent edge types (i.e., edges with the identical path representation) and others are replaced with a unique identifier (i.e., -1). As during embedding learning, we need to batch the training context with different edge types into the GCN model, and in the GCN model, we create an adjacency matrix for each edge type, that means if there are a large number of edge types, the model requires more memory to keep these matrices and would run out of memory and cannot be moved to GPU for embedding training. Besides, as recommended by Vashishth et al. [84], we also limit the size of each graph to a maximum of 100 unique nodes and 800 edges; that is, if the size of the graph exceeds the threshold, the graph will be removed from the training set. After preprocessing, we collect 637,108 training methods (there are 665,115 methods before the preprocessing), each of which is represented by a graph for subsequent embedding learning. In this work, considering the fact that code2vec can only be trained on method level corpus (c.f., Section 2), to have a fair comparison with these baselines, we only construct the method level graph context. However, as ASTs can represent the source code with different levels (e.g., method level, statement level, class level, etc.), our method can also be applied to other types of training data.

The datasets used in the downstream tasks may have different vocabulary from the training dataset, *a.k.a.* the out-of-vocabulary (OOV) problem. To handle the OOV tokens, we choose to randomly initialize the vector representation of tokens that only appear in downstream tasks to minimize the impact of these unseen tokens (i.e., to make tasks with OOV vocabulary predictable). By doing this, we can make sure that all tokens in downstream tasks have vector representations, therefore it is always predictable (but may lead to poor performance as the vectors representing these OOV tokens are not learned from their context).

4.2 Training details

While training the model, we follow the settings in prior work [6, 34, 95] and set the dimension of token vectors to 128. To prevent overfitting and avoid performance degradation, we set the number of GCN layers to 1, as GCN tends to suffer performance degradation with increased depth (i.e., number of layers) [? ? ? ? ? ]. The training batch size is set to 64 by default. Considering 1) the small number of weights of our model (i.e., one layer and 128 input dimension), 2) the relatively large size of the training data (i.e., more than half million graphs), and 3) the remarkable learning ability of GCNs from the graph data, we train our embeddings for one epoch and the training loss is small enough. This is consistent with the finding of Mikolov et al. [56], that is for word embeddings, training a model on a relatively large dataset using one epoch gives comparable or better results than more epochs on the same dataset. As it is indicated in a prior work by Mikolov et al. [57], the number of negative samples in the range of two to five is useful for large training datasets and five to 20 for small training data. Hence, in this work, to balance the efficiency and accuracy, we set the number to five. The training of our embeddings are conducted in a machine with an NVIDIA GTX 1080Ti GPU and 32GB memory. We summarize the thresholds and hyperparameters used in our experiment in Table 1.

We evaluate the quality of the trained embeddings on six downstream tasks. For the downstream tasks that use neural network-based models, the embeddings are used to initialize the embedding layer of neural networks, as

\(^5\)https://s3.amazonaws.com/code2vec/data/java-small_data.tar.gz
Table 1. Hyperparameters and thresholds used during the two stages of GraphCodeVec for generating the code embeddings.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Name</th>
<th>Default value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training context generation (c.f., Sec. 3.1 and RQ2)</td>
<td>Edge length</td>
<td>8</td>
<td>Edge length (c.f., Sec. 3.1) is the number of AST nodes connecting two leaf nodes (i.e., code tokens). It would influence the quality and quantity of the training context. A smaller value would result in a more tight connection but less connected nodes to the target token, leading to not enough training context. On the contrary, a larger value may include more unrelated token pairs and introduce noise to the training context. In our work, we follow the work of code2vec [6] and set it to eight to make a fair comparison.</td>
</tr>
<tr>
<td></td>
<td>Unique node</td>
<td>100</td>
<td>Unique node (c.f., Sec. 4.1) refers to the number of unique tokens (c.f., Sec. 3.1.2) within each method. This parameter would influence the size of each constructed graph for training. The values should be tuned based on the GPU memory size, as we need to batch the graphs into the GPU for training. If the graphs are too large, the model requires more memory to keep these data and would throw &quot;out of memory&quot; error. Vashishth et al. [84] suggest the number of unique node should be set no larger than 100. And in our settings, only about 4% of the graphs are filtered which not only has a small effect on the quantity of the training context but also can avoid the memory error.</td>
</tr>
<tr>
<td></td>
<td>Edge</td>
<td>800</td>
<td>Edge (c.f., Sec. 4.1) refers to the total number of extracted AST node types (c.f., Sec. 3.1.2) within each method. It has a similar effect with the parameter Unique node on the size of constructed graph. Also, the values should be tuned based on the GPU memory size. And in our work, we set this parameter to 800, as we find that only about a small portion (i.e., 4%) of the graphs are filtered out.</td>
</tr>
<tr>
<td>Embedding learning (c.f., Sec. 3.2)</td>
<td>Window (c.f., RQ2)</td>
<td>5</td>
<td>Window (c.f., RQ2) is the maximum distance between the current and its neighboring word within a method. It is similar to edge length, which also has an impact on the constructed training context. A larger window size would be able to capture more broad context, but with the possibility of introducing noise as the context tokens might not be tightly related to the target token. On the contrary, a smaller window size may contain more focused information about the target word but may not be able to capture sufficient context. Setting the context window size to five is commonly done in the literature.</td>
</tr>
<tr>
<td></td>
<td>Layer</td>
<td>1</td>
<td>Layer (c.f., Sec. 4.2) refers to number of layers in GCN. It controls the depth of a GCN and directly influences the quality of the model. Previous work [56, 57] shows that GCN tends to suffer performance degradation with increasing depth (i.e., number of layers). In our work, we follow the work of [84] and use the default value.</td>
</tr>
<tr>
<td></td>
<td>Dim.</td>
<td>128</td>
<td>Dim. (c.f., Sec. 4.2) is the dimensionality (i.e., vector size) of each token. It has a non-negligible impact on the quality of the embeddings. A small vector size cannot preserve the properties of the tokens of high dimensional spaces, leading to the degradation of quality of learned embeddings. However, a too large size requires more computing resources and training time, and may suffer the sparsity problem if the training data is not enough. In our work, we follow the settings in prior work [6, 34, 95].</td>
</tr>
<tr>
<td></td>
<td>Neg.</td>
<td>5</td>
<td>Neg. (c.f., Sec. 3.2) refers to the number of negative samples used when updating the weights of the model. A larger value means more samples to calculate and thus more training time needed. This parameter should be adjusted based on the size of training context. As suggested by Mikolov et al. [56, 57], 5-20 samples works well for smaller datasets, and 2-5 words for large datasets.</td>
</tr>
<tr>
<td></td>
<td>Batch size</td>
<td>64</td>
<td>Batch size (c.f., Sec. 4.2) defines the number of training samples presented in a single batch. A larger size can speed up the training process but requires more GPU memory [97] while using small batch sizes achieves better training stability [53]. In this work, we use the default 64.</td>
</tr>
<tr>
<td></td>
<td>Dropout rate</td>
<td>0</td>
<td>Dropout rate is the probability of dropping a unit out. Dropout is a regularization technique for avoiding the model overfitting. As larger models (more layers or more units) tend to more easily overfit the training data [92] and considering the small size of our model, we don’t use this strategy, instead, we reduce the training epochs to avoid overfitting.</td>
</tr>
<tr>
<td></td>
<td>Epoch</td>
<td>1</td>
<td>Epoch (c.f., Sec. 4.2) is the number of iterations through the entire training dataset. This factor affects the performance of the embeddings directly. Increasing the number of epochs may overfit the model and a small number of epochs may lead to a not fully trained model. In our work, considering the size of the training dataset and the number of weights of our model (i.e., one layer, 128 input dimensions) [56, 57], we train our model for one epoch, as the training loss is small enough.</td>
</tr>
</tbody>
</table>

changing the embeddings of the embedding layer would affect the way the model is learnt and thus the models with different code embeddings would have different performance. For the downstream tasks that use traditional machine learning models, the embeddings are used as feature vectors (i.e., each dimension of the embeddings is treated as a feature). For example, we have a code snippet "String name = someone", and each token ("string", "name", and "someone"; "=" is removed) within the vocabulary has its corresponding vector representation, such
as \([0.1, 0.2, 0.3, ...], [0.1, 0.1, 0.1, ...] \) and \([0.2, 0.2, 0.3, ...] \), these vectors can be summed up (or other operations) as a feature vector (each feature is one dimension of the embedding), which later can be used for traditional machine learning models.

### 4.3 Baselines

To evaluate the effectiveness of our trained embeddings, we compare `GraphCodeVec` with the following existing embedding models (i.e., the baselines):

- **Word2vec**\(^6\) is a popular unsupervised word embedding method proposed by Mikolov et al. [56]. We use the implementation in Gensim\(^7\) [73].
- **GloVe** is an unsupervised algorithm using token-token co-occurrence statistics, proposed by Pennington et al. [69].
- **fastText** is proposed by Facebook’s AI Research lab [10]. It is an unsupervised algorithm, which utilizes the subword information to enrich the word vectors. In their approach, each word is represented as a bag of character n-grams, and the word is represented as the sum of these character n-grams representations. We use the implementation in Gensim\(^8\) [73].
- **code2vec**\(^9\) is a recently proposed supervised model for source code representation. Prior work [34] evaluates code2vec on three downstream SE tasks. This model is proposed by Alon et al. [6] and utilizes the AST information to learn code embeddings.

We train these embeddings on the same dataset that is used for training our `GraphCodeVec` embeddings (i.e., the Java-small dataset). To make a fair comparison, we do the same preprocessing as in Section 4.1, that is converting the tokens into lower cases and removing all the non-identifiers, as well as ignoring all tokens with a total frequency lower than five.

### 4.4 Downstream tasks for evaluation

In this section, we briefly describe the six downstream tasks, including the approaches, the corresponding datasets used for the evaluation, and the evaluation criteria.

To control the quality of the embeddings evaluation experiments, we enrich the work of Kang et al. [34] by adding three new tasks and adopting different modeling methods for the six tasks, including deep learning approaches and traditional machine learning methods. Specifically, for the first five tasks, including (1) code comment generation, (2) code authorship identification, (3) code clones detection and (4) source code classification, and (5) logging statements prediction, we use neural network-based approaches; while for the task of (6) software defect prediction, we follow the approaches used in their original work and adopt traditional machine learning methods (i.e., logistic regression, LR in short).

We intentionally select both the deep learning and the traditional machine learning approaches to ensure the code embeddings are adequately evaluated across different tasks (i.e., six downstream tasks) and modeling approaches (i.e., traditional machine learning and deep learning). However, we specifically select LR for the only task of software defect prediction due to the fact that most of the downstream tasks that rely on code embeddings use deep learning models, thus we only select one task and put more focus on the impact on deep learning models. We run the experiments with 10-fold cross validation to mitigate the effects of the random separation of the training and test sets, and report the average scores of the results of the 10-fold cross validation. For the models

---

\(^{6}\)There are two variants in the implementation of Word2vec (i.e., Skip-gram and CBOW) and two different optimization strategies (i.e., negative sampling and hierarchical softmax). Following previous work [84], we here select the CBOW with negative sampling as a representation for comparison.

\(^{7}\)https://radimrehurek.com/gensim/

\(^{8}\)https://radimrehurek.com/gensim/

\(^{9}\)https://github.com/tech-srl/code2vec

selection for downstream SE tasks, we follow the rules that 1) are used in previous work [34, 65, 87], and 2) are commonly used and have the state-of-the-art or competitive results [37, 95]. To further ensure a fair comparison with baselines, we either follow the parameter settings in previous work or use the default parameters and avoid only fine-tuning these settings only for our method.

In the evaluation, our focus is the effectiveness of different embeddings instead of the approaches for the specific tasks themselves. Thus, we do not aim to reach the SOTA for a specific task. Moreover, for each downstream task, we try to use the same experimental settings that are reported in the literature, hence only examining the impact of different embedding techniques on the downstream tasks.

4.4.1 Code comment generation. Given a code snippet, which can be either a method or a class, the task is to automatically generate the corresponding code comments [29, 55, 59, 78], in order to assist in program understanding and maintenance.

**Approach.** Following Kang et al. [34], we use the Sequence-to-Sequence (Seq2Seq) approach proposed by Hu et al. [29] to generate the comments. Hu et al. [29] consider the comment generation task as a neural machine translation task. A Recurrent Neural Network-based Seq2Seq model is applied to generate comments based on the context of the source code.

We train the model using OpenNMT\(^\text{10}\) [39] and keep the hyperparameters the same with literature [29]. We set the number of layers to 2 and use Long Short-Term Memory (LSTM) [27] as both the encoder and the decoder. Each LSTM has 500 hidden states, the learning rate is set to 0.5, and the dropout ratio is 0.5. The model is trained for 50 epochs, and we select the model that has the best results on the validation set as the final model. Both the encoder and decoder contain an embedding layer, which can be initialized by different embeddings.

**Dataset.** The evaluation dataset is provided by prior work\(^\text{11}\) [29], which was initially collected from GitHub. We preprocess the dataset by converting all the tokens into lower cases and remove all the non-identifiers (e.g., quotation marks). After preprocessing, the dataset contains 470,485 <Java method, comment> pairs for training, 58,810 pairs for validation and 58,810 pairs for testing.

**Evaluation.** We evaluate the quality of the generated code comments using two machine translation evaluation metrics i.e., BLEU [67] and ROUGE\(^\text{12}\) [? ] as they are widely used in the task of code comment generation [29, 34? ? ]. BLEU is calculated as follows:

\[
\text{BLEU} = BP \cdot \exp \left( \sum_{n=1}^{N} w_n \log p_n \right)
\]

\[
BP = \begin{cases} 
1 & \text{if } c > r \\
\exp(1-r/c) & \text{if } c \leq r 
\end{cases}
\]

where \(p_n\) is the modified n-gram precision (i.e., the maximum number of n-grams co-occurring in the automatically generated code comment and the reference comment divided by the total number of n-grams in the generated comment), \(w_n\) are positive weights that can be configured, \(BP\) is a brevity penalty, \(c\) is the length of the generated comment and \(r\) is the length of the reference comment. In our evaluation, we choose \(N = 4\) and uniform weights \(w_n = 1/N\), same as prior work [29]. ROUGE is calculated as follows:

\[
\text{ROUGE-n} = \frac{\sum_{gram_n \in \text{Ref}} \text{Count}_{\text{match}}(gram_n)}{\sum_{gram_n \in \text{Ref}} \text{Count}(gram_n)}
\]

where \(n\) is the length of the n-gram (\(gram_n\)), and \(\text{Count}_{\text{match}}(gram_n)\) is the number of n-grams co-occurring in the automatically generated code comment and the reference code comment, \(\text{Ref}\). Specifically, following previous

---

\(^\text{10}\)https://opennmt.net/

\(^\text{11}\)https://github.com/xing-hu/DeepCom

\(^\text{12}\)https://github.com/pltrdy/rouge
work [??], we calculate ROUGE-L which measures the longest matching sequence of tokens using LCS (Longest Common Subsequence). The higher the BLEU and ROUGE scores, the better the model.

4.4.2 Code authorship identification. Given a code snippet, the task is to identify its author based on the programmer’s distinctive stylometric features [1, 30]. The task has many applications in the privacy and security filed, such as identifying programmers of malware and other malicious programs. Following Kang et al. [34], we also evaluate the embeddings on this task.

Approach. Kang et al. [34] treat code authorship identification as a classification problem. Following Kang et al. [34], we use an LSTM neural network, which contains two hidden LSTM layers followed by a fully-connected layer. The learning rate is set to 0.005, and the model is trained for 50 epochs. We select the model from the last epoch as the final model. This neural network contains an embedding layer, and we initialize it with different code embeddings. We follow the use of token embeddings in Kang et al. [34].

Dataset. The evaluation dataset is provided by prior research [34], which was initially collected from Google Code Jam. The dataset contains 2,250 programs (5,548 methods) in total from 250 authors. Each author has the same number of programs. Similar to the previous task [6, 15, 34], we preprocess the dataset by converting the tokens into lower cases and removing all the non-identifiers (e.g., quotation marks).

Evaluation. Following the existing work [1, 30], we use the test accuracy as the evaluation metric. It calculates the percentage of correct classifications for the test set:

\[
\text{Accuracy} = \frac{\text{Number of correct predictions}}{\text{Total number of predictions}}
\]  

4.4.3 Code clones detection. Given two code fragments, the task of code clones detection aims to check whether they are duplicate or not. It is widely studied in the literature and useful for program maintenance and avoiding bugs caused by source code reuse in software systems [7, 19, 33, 54, 76, 82, 88, 91]. This task is identified as a downstream task to evaluate token embeddings in prior work [34].

Approach. For this task, we use the approach proposed by Zhang et al. [95], which considers code clones detection as a binary classification problem. The approach splits the entire AST into a collection of statement trees and then encodes the statement trees to vectors while retaining the lexical and syntax information. A bidirectional Recurrent Neural Network-based model is used to produce the representation of the code fragment. We select this approach since it uses a neural network-based approach and contains an embedding layer that can be initialized by pre-trained code embeddings. In addition, the model is recently proposed and gives competitive results.

Following the settings in the work of Zhang et al. [95], we set the hidden dimension of the encoder and bidirectional GRU to 100. The learning rate is set to 0.002, and the model is trained for 15 epochs.

Dataset. There are two public dataset benchmarks used for code clones detection [95]. The first dataset is constructed from the standard BigCloneBench (BCB) [80]. The dataset contains nearly 6 million true clone pairs and 260 thousand false clone pairs parsed from BCB. The second dataset is collected from the Online Judge system (namely, OJClone) which was initially provided by Mou et al. [62].

Evaluation. Following prior work [95], the commonly used classification evaluation metric F1-measure (F1) is used to measure the performance of the models with different embeddings. It is given as follow:

\[
F_1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]  

where \(\text{Precision} = \frac{TP}{TP + FP}\), and \(\text{Recall} = \frac{TP}{TP + FN}\). \(TP\) refers to the number of true positives, \(FP\) is the number of false positives, and \(FN\) is the number of false negatives.
4.4.4 Source code classification. Given a collection of code fragments, this task is to classify them into corresponding categories based on their functionalities. We choose this task as it is commonly studied in the literature [35, 62, 85, 95] and has various applications. For example, in order to help other developers on Github find and contribute to projects, owners are encouraged to assign related topics to projects\(^{13}\). With the help of code classification techniques, the topics can be automatically attached to the projects.

**Approach.** Source code classification is a multi-class classification problem. We use the approach proposed by Kim [37] as it is a widely used classification model and achieves competitive results [95]. The model is trained for 50 epochs and we select the model that has best results on the training set as the final model. The learning rate is set to 0.01 and the batch size is 64. The kernels sizes for convolution are set to 3, 4, 5 and the number of output channels for the convolutional layer is set to 100.

**Dataset.** The dataset is collected from the Online Judge system\(^{14}\) and provided by Mou et al. [62]. The dataset contains 104 classes categories, and each has 500 code fragments. The code in the dataset is converted into lower cases and all the non-identifiers are removed.

**Evaluation.** Following prior work [95], we use the test accuracy metric, which is the same as the one used in the code authorship identification task (c.f., Section 4.4.2).

4.4.5 Logging statements prediction. Given a code snippet, this task is to predict whether there is a need to insert logging statements for collecting valuable runtime information. Logging statements play a crucial role in tracking important runtime information of software systems. Developers rely heavily on such information to monitor system behaviors and debug system failures [?]. However, adding unnecessary logging statements can significantly increase system overhead [18, 94] and hide the truly useful information [21]. Therefore, providing logging suggestions on whether to log is helpful for software developers.

**Approach.** Logging statements prediction is a binary classification problem. Similar to source code classification, we use the approach proposed by Kim [37] as it is recently proposed and widely used for classification tasks. We adopt the same experimental settings as we do in the task of source code classification (c.f., Section 4.4.4).

**Dataset.** The dataset contains five open source Java systems\(^{15}\): Hadoop, Directory-Server, CloudStack, Camel and Airavata and is provided by \[?\].

**Evaluation.** Following the work of \[?\], we use the balanced accuracy (BA) metric to evaluate the performance of the model with different embeddings.

\[ BA = \frac{1}{2} \times \frac{TP}{TP + FN} + \frac{1}{2} \times \frac{TN}{FP + TN} \]  
(14)

where \(TP\) refers to the number of true positives, \(FP\) is the number of false positives, and \(FN\) is the number of false negatives. A higher value of BA indicates a better model.

4.4.6 Software defect prediction. The task of software defect prediction is to predict whether the given code snippet contains defects. Various techniques have been proposed to detect defects [87]. We select this task as a downstream task since it can effectively help developers find bugs in source code and prioritize their testing efforts [87].

**Approach.** Software defect prediction is a binary classification problem. To extend the generalizability of our evaluation of different embeddings, unlike the previous five downstream tasks where the pre-trained embeddings are used to initialize the embedding layer of neural networks, we choose to use a logistic regression (LR) classifier.

\(^{13}\)https://help.github.com/en/github/administering-a-repository/classifying-your-repository-with-topics

\(^{14}\)https://sites.google.com/site/treebasedcmn/

\(^{15}\)The original dataset contains six projects but the repository of Qpid-Java is unavailable at the time of this work.
to learn the likelihood of defects from the code snippets, as it is used in original work [87] and thus we can compare our results with that of the original work [87] to check whether we build an up-to-standard model. To represent the code snippets, we follow a similar way in NLP tasks [13]. Specifically, we average the embedding vectors of the code tokens in a source code file:

\[
\bar{\vec{c}} = \frac{1}{|C|} \sum_{c \in C} \bar{\vec{c}}_c
\]

(15)

where \( C \) is a set of code tokens in a source code snippet and \( \bar{\vec{c}}_c \in V \) is the embedding vector of token \( c \), \( V \) is the learned embeddings, \( \bar{\vec{c}} \) is the final vector representation of the code snippet, which are then fed into an LR classifier as features.

For our LR classifier, the implementation is based on scikit-learn [68], and the threshold for binary classification is set to 0.5, which is the default value of scikit-learn. As the defect data are often imbalanced, we perform a re-sampling technique (i.e., SMOTE) to balance the training data.

**Dataset.** The dataset is provided by Wang et al. [87], which contains eight open source Java systems. Following Wang et al. [87], we use two consecutive versions of each project to generate the training and testing dataset: the source code of an older version is considered as the training data, and that of a newer version is used to generate the testing data.

**Evaluation.** Following the work of Wang et al. [87], we use the F1 score to evaluate the performance of the model with different embeddings.

5 EXPERIMENTAL RESULTS

In this section, we discuss our experimental results of evaluation our proposed approach, GraphCodeVec, organized along three research questions (RQs). For each RQ, we explain the motivation and the approach before discussing the corresponding results.

RQ1: How effective is GraphCodeVec compared with other baseline embedding techniques in representing the source code?

**Motivation**

Prior research [6, 11, 16, 20, 25, 29, 83, 95] proposes different distributed code representations (i.e., code embeddings) approaches to assist in software engineering tasks (e.g., method name prediction and software vulnerability prediction). However, a recent study by Kang et al. [34] finds that code embeddings may not be readily leveraged to enhance existing models for the downstream tasks which they have not been trained for. Therefore, in this research question, we would like to explore whether our task-agnostic GCN-based approach (i.e., GraphCodeVec) can produce a more generalizable token embeddings for a variety of SE tasks compared with other baselines.

**Approach**

![Fig. 5. The overall design of the approach for RQ1. In this experiment, the same preprocessed dataset is used by GraphCodeVec and baselines.](image-url)
Towards Learning Generalizable Code Embeddings using Task-agnostic Graph Convolutional Networks

To answer our first research question, we need to train the token embeddings produced by different embedding techniques (i.e., GraphCodeVec and baselines, c.f., Section 4.3). As shown in Figure 5, during code embeddings training, the same preprocessed training dataset (i.e., the Java-small dataset, c.f., Section 4.1) is used by different embedding techniques.

Once finished the code embeddings training, we then need to evaluate these pre-trained embeddings. However, as there is no direct evaluation methodology for evaluating the quality of code embeddings, we thus follow previous work [34] and use six downstream SE tasks to evaluate the quality of code embeddings. Each of the tasks has its respective dataset for model training and evaluation, and the only varying factor in each evaluation task is the code embeddings (produced by GraphCodeVec and baselines) used for code token representation (i.e., for each task, only the embeddings are changed and other parameters are kept the same), and thus we can conclude the performance changes are caused by the code embeddings. Note that the change of code embeddings would also impact the weights learned for each model, which is discussed in Section 7. The detailed description of the downstream SE tasks and the corresponding evaluation metrics are presented in Section 4.4.

Results

Overall, GraphCodeVec performs comparable or better than all baseline approaches on all downstream tasks. The experimental results are provided in Table 2 with the best results for each task and dataset highlighted in bold. In particular, GraphCodeVec achieves the best results in five out of the six tasks, including the tasks of code authorship identification, code clones detection, source code classification, logging statements prediction, and software defect prediction. To better illustrate the results, we specifically compare with GloVe, as did in Kang et al. [34], since it was one of the most important work aiming for generating task-agnostic embeddings at the time of our research. Then, we conduct a statistical analysis using a Wilcoxon signed-rank test to compare the performance of GraphCodeVec and the performance of GloVe. We use a p-value that is below 0.05 to indicate that the performance difference is statistically significant. For the differences that are statistically significant, we further compute the Cliff’s delta effect size. The reason why we use the Wilcoxon signed-rank test and Cliff’s delta is that they both do not assume a normal distribution of the compared data. As shown in Table 2, GraphCodeVec performs better than GloVe in 16 out of 23 cases, and 68.8% of the improvements are statistically significant with a magnitude of "large". We obtain a 5.0% relative increase in accuracy on source code classification task compared to the representative baseline (i.e., GloVe). Moreover, for the evaluation on the task of software defect prediction, which uses a traditional machine learning approach (i.e., Logistic Regression), our embeddings reach the best results on more than half of the datasets. For the Log4j dataset, we obtain around 10.1% absolute increase (24.1% relative increase) in the F1 score compared to that of GloVe. The results demonstrate that the learned embeddings from GraphCodeVec can better represent the source code and generalize to various downstream tasks. Besides, we find that on the task of code authorship identification, by using the code embeddings generated by GloVe, we achieve an accuracy of 79.3% and outperform the simpler approach in the work of Kang et al. [34] which uses the TF-IDF features. This finding is different from that of Kang et al. [34]. The difference may be caused by the different preprocessing steps on the training corpus and parameters for GloVe training. This finding suggests that researchers and developers should be careful with the parameters selection and corpus reprocessing. To further investigate the influence of these factors, we have conducted more than 20 new experiments with different experimental settings, the results are discussed in Section 6 and Section 7.

However, we observe that for some downstream tasks (e.g., source code classification and code authorship identification), different embedding techniques can result in diverse performance. In particular, for the source code classification task, using the embeddings trained by fastText can only have a 76.7% test accuracy, compared to a 89.2% test accuracy when using the embeddings trained by GloVe. This finding suggests practitioners should be careful with the selection of code embedding techniques for different downstream tasks, as they may produce diverse results. On the other hand, we also observe that leveraging different embeddings may not always impact the performance of downstream tasks significantly. This observation is similar to that of prior studies [34, 43, 84].
Table 2. Evaluation results of using GraphCodeVec and baselines on the test sets in the six downstream tasks.

<table>
<thead>
<tr>
<th>Downstream Tasks</th>
<th>Evaluation Metrics</th>
<th>Dataset</th>
<th>GraphCodeVec</th>
<th>Baselines</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Word2vec</td>
<td>GloVe</td>
</tr>
<tr>
<td>Code comment generation</td>
<td>BLEU</td>
<td>GitHub</td>
<td>20.7(-4.7%)^L</td>
<td>21.1</td>
</tr>
<tr>
<td></td>
<td>ROUGE</td>
<td></td>
<td>36.1(-2.4%)^L</td>
<td>36.9</td>
</tr>
<tr>
<td>Code authorship identi-</td>
<td>Accuracy</td>
<td>Google Code Jam</td>
<td>80.2(+1.1%)</td>
<td>78.9</td>
</tr>
<tr>
<td>fication</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Code clones detection</td>
<td>F1</td>
<td>BCB</td>
<td>93.4(+0%)</td>
<td>93.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OJClone</td>
<td>93.8(+8.7%)^L</td>
<td>88.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>93.6(+4.2%)</td>
<td>90.9</td>
</tr>
<tr>
<td>Source code classifica-</td>
<td>Accuracy</td>
<td>OJ dataset</td>
<td>93.7(+5.0%)^L</td>
<td>85.5</td>
</tr>
<tr>
<td>tion</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logging statements pred-</td>
<td>BA</td>
<td>Airavata</td>
<td>95.7(+0.7%)</td>
<td>95.3</td>
</tr>
<tr>
<td>ication</td>
<td></td>
<td>Camel</td>
<td>81.4(+0.4%)</td>
<td>80.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CloudStack</td>
<td>86.3(-0.8%)</td>
<td>86.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Directory-Server</td>
<td>89.1(+2.5%)</td>
<td>87.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hadoop</td>
<td>75.6(+0.7%)</td>
<td>75.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>85.6(+0.7%)</td>
<td>85.3</td>
</tr>
</tbody>
</table>

Note: The best results for each task and dataset are highlighted in bold. The numbers in the brackets indicate the relative change of GraphCodeVec to GloVe. The * means that the difference is statistically significant. The superscript L represents large effect size.

We find that by using different embeddings, although we can obtain different performances on different tasks, the difference is limited in some cases. For example, the different embedding techniques result in the same F1 score of 93.4% on the BCB dataset for code clones detection. One possible explanation is that the approaches used in the SE tasks are already powerful enough and there is enough dataset for learning a good model. Thus the impact of using different embedding techniques may be negligible.

Compared to other embedding techniques, GraphCodeVec produces more stable results across all the downstream tasks and datasets. Figure 6 shows the comparison of performance results produced by GraphCodeVec and baselines. In this figure, to show the difference to the best performance of each task, the results are scaled to the range of 0-100%, which is the ratio of the current method’s performance to the best

Fig. 6. Comparison of the results of GraphCodeVec and baselines. The horizontal axis represents all the evaluated methods; the vertical axis is the scaled performance of different methods, which is calculated as the ratio of the current method’s performance to the best performance of one task. The numbers on top of each box are the corresponding coefficient of variance.

In the above paragraphs, we have quantitatively demonstrated the superiority of GraphCodeVec on the six downstream tasks, thus in this part, we would like to discuss the limitations of GraphCodeVec, as well as provide a qualitative analysis of the learned embeddings to complement our quantitative evaluation on downstream tasks.

**Strengths and limitations**

As shown in Table 2, although, overall, GraphCodeVec performs the best compared to all baseline approaches on five out of six downstream tasks, there is still a non-negligible gap between GraphCodeVec and GloVe on the task of code comment generation. By comparing the natural property of these tasks, we find that our GraphCodeVec works better on the classification tasks, such as code authorship identification, code clones detection and source code classification, etc., but not on the text generation task (i.e., code comment generation). For the classification tasks, the output is pre-defined labels and the embeddings only work in the first embedding layer which converts the source code tokens to real number vectors. However, for the task of code comment generation, we use an
Table 3. The agreement of the results between GraphCodeVec and baselines on the task of code clones detection.

<table>
<thead>
<tr>
<th></th>
<th>Word2vec</th>
<th>GloVe</th>
<th>fastText</th>
<th>code2vec</th>
</tr>
</thead>
<tbody>
<tr>
<td>OJClone</td>
<td>0.82</td>
<td>0.77</td>
<td>0.75</td>
<td>0.89</td>
</tr>
<tr>
<td>BCB-Type-1</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>BCB-Type-2</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>BCB-Type-3</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>BCB-Type-4</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>BCB-Type-5</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Note: We use Cohen’s kappa to measure the agreement between the results generated by our method and that of the other four baselines.

encoder-decoder architecture where in the encoder part, similar to classification tasks, the embeddings are utilized to transform source code tokens into vectors, while in the decoder part, the same code embeddings (instead of word embeddings trained on comments or texts) are also used to convert the comment tokens (i.e., extracted from code comments) into vectors. As the code tokens and comment tokens are naturally different and thus, using only one code embeddings for both source code and code comments would confound the model, in other words, one good code embedding may not perform well on texts. Thus, we conclude that the poor performance may be caused by the fact that GraphCodeVec is able to capture the properties of the source code, but the learned knowledge is too specific for source code and thus cannot be transferred to natural language tokens. In future work, to improve the performance of GraphCodeVec on such text generation tasks, we can enhance the model by jointly learning the code and word embeddings based on the code and text information (e.g., documents and comments).

Moreover, we also observe that for some tasks or datasets, GraphCodeVec does not bring significant benefits. For example, GraphCodeVec has the same results on the BCB dataset with the other embedding techniques for code clones detection but best performance (i.e., 8.7% improvement) on the OJClone dataset. Besides, similar results are also observed on the Camel dataset for logging statements prediction, where GraphCodeVec has a small improvement (i.e., 0.4%) compared to other embedding techniques but a relatively larger improvement (i.e., 2.5%) on the Directory-Server dataset. One explanation for this phenomenon is that larger training datasets may produce more powerful models and mitigate the differences between different embedding techniques. To obtain such fully trained models, one possible way is to collect enough training dataset. Thus, we check the sizes of datasets, and we find that the size of the BCB dataset is almost twice larger than that of OJClone dataset and the size of Camel dataset is more than five times larger than that of Directory-Server. The findings highlight that GraphCodeVec can work better for downstream tasks which have small training datasets. In other words, if the model cannot learn enough knowledge from the training dataset, we can use the embeddings generated by GraphCodeVec, as it can bring more external knowledge to the trained model, which is another ultimate goal of the pre-trained embeddings (i.e., learning useful knowledge from external datasets to improve the performance of downstream tasks).

Qualitative analysis of the learned embeddings

To further understand the trained embeddings, following prior work [6, 81], we discuss the characteristic of the trained embeddings from a qualitative perspective. We manually inspect code embeddings on one qualitative task, i.e., token similarity, as it is usually considered as the most straightforward feature to evaluate token representations [6, 56, 57, 81].

We select the target tokens and query their most similar tokens and then explore them intuitively. However, we should be aware that there is no explicit guideline for selecting the representative tokens, thus qualitative analysis might be subjective. In this work, we try our best to avoid the bias and select the subject tokens based on the intervention and examination of domain experts.

\[\text{We further check the results, and as Table 3 shows, all the code embeddings almost produce identical (clones) results on the BCB dataset.}\]
on the following three criteria: (1) tokens should be well-known in the vocabulary - to ensure that evaluators are familiar with the characteristics of the tokens, (2) some of the tokens should provide different functionalities - to ensure that their embeddings have a low similarity and thus are located far from each other in the semantic space, and (3) some of the tokens should share similar functionalities - to ensure that their embeddings have a high semantic similarity. Following prior work [6, 43, 81], we manually chose nine tokens from the vocabulary with different frequencies. All the selected tokens are either Java reserved words (e.g., “println” and “finally”) or frequently used methods (e.g., “sort”) and some of them share similar functionalities (e.g., “sort” vs. “comparator”) and others provide different functionalities (e.g., “while” vs. “sort”). For each chosen token, we retrieve its 40 most similar tokens (using cosine similarity) according to different embeddings.

**Visualization.** In order to visualize high-dimension (i.e., 128 dimensions) embeddings, we compress them down to a low dimensional space (i.e., two dimensions) using t-SNE [51]. The idea of t-SNE is to reduce dimensions while trying to preserve the information of the original data points, namely, keeping similar tokens close on the plane while maximizing the distance between dissimilar tokens. We plot the target tokens and their most similar tokens. A good code embedding should project similar (e.g., similar functionalities) code tokens into the space with a shorter distance and project the unrelated code tokens far from each other. As shown in Figure 7, for the visualization of our embeddings (i.e., GraphCodeVec), we see that several clusters are plotted closely, such as the clusters of “sort” and “comparator”, which is consistent with the fact that they are frequently used together when performing sorting actions. Meanwhile, we do co-occurrence statistics (i.e., count the number of times that every two tokens are used together) of the listed keywords on the training corpus and find that for the token “comparator”, “sort” is the one that occurs together more times than any other listed keywords, which conforms to our interpretation. Besides, for fastText, each target token’s cluster is clearly separated with that of other target tokens. However, fastText cannot project similar tokens with a relatively shorter distance. For example, the cluster of “sort” is plotted closer to that of “system” or “while”, instead of “comparator”. For the comparison between GraphCodeVec and Glove, if we focus on the inter-relationships between these clusters, they both project “sort” and “comparator”, “release” and “lock” as well as “system” and “println” closer in the space; however, if we focus on the intra-relationships within each cluster, GloVe projects the token “release” scattered across different clusters, while on the contrary each cluster of GraphCodeVec is more compact.

This finding confirms that GraphCodeVec can project syntactically similar tokens to the vector space with a relatively short distance. Although the visualization cannot provide us with direct measurement of the quality of the embeddings, it still helps us gain insights into the characteristics of the resulting embeddings. Meanwhile, we also try to manually inspect the top-10 nearest neighbors of the given token using cosine similarity. For example, given the target token, “while”, we retrieve its top-10 most similar tokens and examine whether the token, “for” appears in the list or not. The results show that the “for” token only appears in the top-10 nearest neighbors of “while” when retrieved using the embeddings generated by Word2vec. This observation shows that the trained embeddings may return some results that are different from the prior knowledge of developers or researchers and hard to interpret [34]. This finding also suggests the necessity of exploring the characteristics of the learned embeddings from different perspectives and shows that Word2vec may perform better than other embeddings when used for retrieving the similar tokens.

However, the above findings may not violate the first visualization part of the qualitative analysis. For the visualization using the t-SNE, we retrieve 40 most similar tokens for the given target token and plot the clustering figures for each token, which is different from retrieving top-k nearest neighbors and checking whether the expected tokens are in the list or not.
Fig. 7. Visualization of the target tokens and their 40 most similar tokens. The horizontal and vertical axes show the two dimensions that are reduced from the original 128 dimensions using the t-SNE.

### Summary

Our evaluation results show that GraphCodeVec achieves the best results than all the baselines in five out of six downstream tasks. Besides, GraphCodeVec has the most stable results on all downstream tasks. Future research and practice that rely on code embeddings should be careful with the selection of code embedding techniques for specific downstream tasks, as they may produce diverse results.

### RQ2: How does the structural context information of the source code impact the effectiveness of the embeddings generated by GraphCodeVec?

**Motivation**

In RQ1, our results show that our GCN-based approach GraphCodeVec has the most stable performance and outperforms the baseline approaches. On one hand, prior studies [6, 11, 29, 83, 95] show that incorporating the structural information (e.g., AST structure of source code) of a particular source code of interest may provide promising results in some software engineering (SE) tasks that rely on neural network-based techniques and code is structured by its nature (e.g, class, method and block) and thus the code embeddings may benefit from...
the structural representation. On the other hand, there are some studies that treat the source code as plain text and achieve satisfactory results [16, 20, 25]. Therefore, in this research question, we aim to understand how the structural information (i.e., the graph context extracted from the ASTs) affects the performance of GraphCodeVec.

**Approach**

Fig. 8. The overall design of the approach for RQ2. In this figure, original refers to our GraphCodeVec. No-struc refers to the method which does not utilize the ASTs while keeping other settings the same as GraphCodeVec.

In RQ1, the training context for generating code embeddings by GraphCodeVec is constructed based on the graph representation of source code, which preserves the structural information of source code. Thus, in this section, to analyze the impact of our graph context on generating the embeddings, we design an ablation experiment on these six downstream tasks. In this experiment, as shown in Figure 8, the embedding training technique is the same (i.e., GCN), with the only difference of the training context. We generate the training context from the extracted methods without the structural information (unlike our GraphCodeVec, which generates the training context based on ASTs) and then feed it into the GCN model to obtain the code embeddings. We then compare the performance of the embeddings trained with and without the AST structure using the same training technique (i.e., GCN). As the training context is the only changing factor, thus we state that the performance changes are caused by the different training context. That is if the embeddings with the AST information performs better, then we can conclude that our embeddings can benefit from the utilizing the ASTs. More specifically, we treat the source code as plain text and do not consider the AST relationship among the tokens. Below we discuss the details of how we extract the training context and incorporate it in GCN.

First, the source code is transformed into plain text, of which all the tokens are lowercased, and the non-identifiers (including punctuations such as “;” and operators such as “=” ) are removed. As the training model (i.e., GCN) requires graph-format data as input, to make source code suitable for training, we then adopt a local window to convert the plain text into graphs. Given a target token, all the surrounding tokens located in this window are connected to the target token in the graph by an edge. For example, given the code snippet in Section 3.1.1, assuming the target token is “public”, then “void”, “printname”, “string”, “someone”, and “name” are the neighboring nodes in the generated training context. We construct a graph context for the target token “public ” in the format shown in Figure 9:

```
public void printname string someone name someone system out println name
```

More specifically, the target token “public” is the central node of this graph and connects to all the other five nodes, among which there is no edge between each other. We then feed the generated context to the embedding learning phase. Finally, the learned embeddings are evaluated on the six downstream tasks. In our experiment, we set the window size to five on each side surrounding the target token, which is by default used in previous work [10, 42, 56, 57, 73]. Note that a larger window size would be able to capture more broad context, but with the possibility of introducing noise as the context tokens might not be tightly related to the target token. On the
Results

Overall, the graph context extracted from the ASTs can improve the performance of the code embeddings generated by GraphCodeVec; however, GraphCodeVec may not always significantly benefit from the utilization of the graph context. Table 4 shows the results of comparing the performance of the original GraphCodeVec and the one that does not use the structural information. In the table, Original refers to our GraphCodeVec. No-struc is the variant of GraphCodeVec, which only utilizes the plain text of the source code instead of the graph context extracted from the ASTs while keeping other settings the same as GraphCodeVec. In total, as Table 4 shows, we find that our original GraphCodeVec outperforms No-struc (i.e., the variant of GraphCodeVec that does not consider the graph context extracted from the ASTs) in all six downstream tasks. The comparison results demonstrate that even though we train the embeddings using the same model, utilizing the graph context extracted from the ASTs can help improve the performance of the embeddings. For example, on the logging statements prediction task, by training the embeddings using the graph context, GraphCodeVec has an overall balanced accuracy of 85.6% compared to 84.8% without the graph context.

On the other hand, for some tasks, the improvement is limited, and incorporating the graph context extracted from the ASTs may cause performance degradation on some datasets. For example, on the task of code authorship identification, the overall improvement is only 0.2% and 0.1% for the task if source code classification. In addition, in almost half of the datasets of the software defect prediction task, utilizing the graph context degrades the performance of GraphCodeVec. The result indicates the limited effect of incorporating the graph context in some cases. One possible reason is that some tasks may not be sensitive to the structural information of the source code, thus using a structured code representation may not improve the performance significantly.

Table 4. Evaluation results of GraphCodeVec with and without utilizing the graph context extracted from the ASTs.

<table>
<thead>
<tr>
<th>Downstream Tasks</th>
<th>Code comment generation</th>
<th>Code authorship identification</th>
<th>Code clones detection</th>
<th>Source code classification</th>
<th>Logging statements prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metrics</td>
<td>BLEU ROUGE</td>
<td>Accuracy</td>
<td>F1</td>
<td>Accuracy</td>
<td>BA</td>
</tr>
<tr>
<td>Original</td>
<td>20.7 36.1</td>
<td>80.2</td>
<td>93.4 93.8 93.6</td>
<td>93.7 95.7 81.4 86.3 89.1 75.6 85.6</td>
<td></td>
</tr>
<tr>
<td>No-struc</td>
<td>20.7 36.0</td>
<td>80.0</td>
<td>93.4 93.5 93.5</td>
<td>93.6 95.3 80.6 86.0 87.7 74.7 84.8</td>
<td></td>
</tr>
</tbody>
</table>

contrary, a smaller window size may contain more focused information about the target token but may not be able to capture sufficient context.

Table 4. Evaluation results of GraphCodeVec with and without utilizing the graph context extracted from the ASTs.

<table>
<thead>
<tr>
<th>Downstream Tasks</th>
<th>Software defect prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metrics</td>
<td>F1</td>
</tr>
<tr>
<td>Datasets</td>
<td>Ant Camel Camel jEdit Log4j Lucene Lucene POI POI Xalan Avg.</td>
</tr>
<tr>
<td>Original</td>
<td>42.7 50.5 44.6 46.7 57.0 58.0 72.5 67.0 65.2 84.6 74.9 52.5 59.7</td>
</tr>
<tr>
<td>No-struc</td>
<td>43.9 48.3 43.5 48.3 57.6 58.9 66.7 59.8 65.9 82.7 74.6 51.9 58.5</td>
</tr>
</tbody>
</table>
We further conducted two more experiments with different window sizes (i.e., two and eight) and the result (shown in Table 6) shows that paying more attention to closer neighbors (a smaller window size) would bring more benefits. As when we reduce the window size to two, we observe statistically significant improvement in five out of seven (i.e., seven cases have significant performance changes among which five cases have improvement) cases (71.4%), and when we increase the window size to eight, we observe statistically significant improvement in four out of eight cases (50%).

**Summary**

Although overall, the structural information extracted from the ASTs can benefit GraphCodeVec in producing code embeddings for the downstream SE tasks, there may be cases where the structural information may not provide additional benefit.

**RQ3: How does the GCN model impact the effectiveness of the embeddings generated by GraphCodeVec?**

**Motivation**

Prior work [43] proposes a novel word embedding approach for NLP tasks that adopts a shallow, two-layer neural network instead of Graph Convolutional Networks to incorporate the syntactic information between words and achieves promising results. Their results raise our concern about whether a simple two-layer neural network is powerful enough to model the syntactic information within the corpus. Therefore, in this research question, we want to study how the GCN model affects the performance of GraphCodeVec for generating the code embeddings for the downstream tasks.

**Approach**

In RQ2, we analyze the impact of structural context information on the effectiveness of the embeddings generated by GCN. We train two different code embeddings using different training contexts (i.e., with and without AST information) but the same training embedding technique (i.e., GCN). In this section, to analyze the impact of the GCN model on generating the embeddings, similar to RQ2, we design an ablation experiment on these six downstream tasks. In this experiment, as shown in Figure 10, we adopt two different training techniques with the same training context, which both consider the structural information for code embedding learning. Specifically, we implement another method, namely, No-GCN [43] for comparison. No-GCN uses a similar approach to extract the graph context from the ASTs but adopts a shallow, two-layer neural network to train embeddings. No-GCN was originally proposed by Li et al. [43] for learning word embeddings by incorporating the dependency information between words in a sentence. Li et al. [43] modify the original Word2vec model and integrates the syntactic dependency information between words into the embeddings. In this work, we customize No-GCN by replacing the syntactic dependency with the AST paths extracted from the source code.

### Table 5. Evaluation results of utilizing different models to train the code embeddings from the graph context.

<table>
<thead>
<tr>
<th>Dowsnstream Tasks</th>
<th>Code comment generation</th>
<th>Code authorship identification</th>
<th>Code clones detection</th>
<th>Source code classification</th>
<th>Logging statements prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Metrics</strong></td>
<td>BLEU ROUGE</td>
<td>Accuracy</td>
<td>F1</td>
<td>Accuracy</td>
<td>BA</td>
</tr>
<tr>
<td>Original</td>
<td>20.7</td>
<td>36.1</td>
<td>80.2</td>
<td>93.4</td>
<td>93.8</td>
</tr>
<tr>
<td>No-GCN</td>
<td>21.4</td>
<td>36.7</td>
<td>79.8</td>
<td>93.4</td>
<td>91.0</td>
</tr>
</tbody>
</table>

No-GCN uses a similar way for extracting the training context from the source code. It first transforms the source code into ASTs, then traverses the trees to collect triples, where the first and last elements are the leaf nodes of an AST and the second element is the AST path connecting the other two elements. For example, given a target token, "public" in Figure 1, it starts from "public" and keep traversing the tree until it reaches another leaf node (e.g., "void"), and the traversing path is recorded. By doing this, it can collect a set of triples that can be used for training the code embeddings. Similar to our work, the number of triples is also limited by the length of an AST path.

Different from the GCN used in this paper, No-GCN modifies the original Word2vec model to include the AST paths instead of only considering the tokens (more details can be found in the work [43]).

#### Results

**The comparison results with No-GCN show the advantage of using GCN for modeling the graph context.** Our experimental results for comparing GraphCodeVec with No-GCN on the six SE tasks are presented in Table 5. As Table 5 shows, we find that overall our GraphCodeVec has the best results in five out of six downstream tasks. For example, on the source code classification task, No-GCN achieves a test accuracy of 90.1%, while GraphCodeVec reaches 93.7%. The comparison results show that GCN are more suitable for representing the source code as graphs and capturing the syntactic structure of the source code when generating code embeddings. However, similar to the results in RQ1, GraphCodeVec also does not reach the best results on the task of code comment generation. This may be due to the fact that GraphCodeVec is good at capturing the properties of source code, while the task of code comment is for generating the natural language texts, and thus our approach cannot perform well. Besides, we find that the improvement for the task of code authorship identification is limited, with only 0.4% absolute increase. This observation further confirms our findings in RQ2 that some tasks may be not sensitive to the structural information of the source code.

Compared to the impact of the graph context in RQ2, we find that the GCN model has a more stable influence on the performance of GraphCodeVec. On the one hand, in RQ2, replacing the graph context with plain text causes a relatively smaller performance decrease on the downstream SE tasks compared to changing the training model in RQ3. For example, there is a 0.1% degradation of the test accuracy on the source code classification task after changing the training context in RQ2, compared to 3.6% degradation after changing the training model in RQ3. On the other hand, in RQ2, we do not observe improvement by using the graph context on almost half of the datasets of the software defect prediction task; while in RQ3, we observe improvement by using the GCN model on nine datasets. Our results suggest the promising research direction of using graph-based deep learning methods for SE tasks.

Instead of using a vanilla neural network, the use of Graph Convolutional Networks can robustly benefit the performance of GraphCodeVec for training code embeddings for the downstream SE tasks.
<table>
<thead>
<tr>
<th>Stage</th>
<th>Name</th>
<th>Code comments</th>
<th>Code authorship</th>
<th>Code clone detection</th>
<th>Source code classification</th>
<th>Logging statements prediction</th>
<th>Software defect prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Value</strong></td>
<td>CellHub</td>
<td>GitHub</td>
<td>BCB</td>
<td>OJClone</td>
<td>Aravaco</td>
<td>Camel</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Downstream</strong></td>
<td><strong>Jobs</strong></td>
<td><strong>RA</strong></td>
<td><strong>Accuracy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edge</td>
<td>length</td>
<td>95.0</td>
<td>95.4</td>
<td>98.1</td>
<td>99.7</td>
<td>94.1 failed</td>
<td>97.8 failed</td>
</tr>
<tr>
<td></td>
<td>learning</td>
<td>95.0</td>
<td>95.4</td>
<td>98.1</td>
<td>99.7</td>
<td>94.1 failed</td>
<td>97.8 failed</td>
</tr>
<tr>
<td>Unique</td>
<td>node</td>
<td>95.0</td>
<td>95.4</td>
<td>98.1</td>
<td>99.7</td>
<td>94.1 failed</td>
<td>97.8 failed</td>
</tr>
<tr>
<td>Edge</td>
<td>generation</td>
<td>95.0</td>
<td>95.4</td>
<td>98.1</td>
<td>99.7</td>
<td>94.1 failed</td>
<td>97.8 failed</td>
</tr>
<tr>
<td>Window</td>
<td>code, ROB</td>
<td>95.0</td>
<td>95.4</td>
<td>98.1</td>
<td>99.7</td>
<td>94.1 failed</td>
<td>97.8 failed</td>
</tr>
<tr>
<td></td>
<td>learning</td>
<td>95.0</td>
<td>95.4</td>
<td>98.1</td>
<td>99.7</td>
<td>94.1 failed</td>
<td>97.8 failed</td>
</tr>
<tr>
<td>Layer</td>
<td></td>
<td>95.0</td>
<td>95.4</td>
<td>98.1</td>
<td>99.7</td>
<td>94.1 failed</td>
<td>97.8 failed</td>
</tr>
<tr>
<td></td>
<td>embedding</td>
<td>95.0</td>
<td>95.4</td>
<td>98.1</td>
<td>99.7</td>
<td>94.1 failed</td>
<td>97.8 failed</td>
</tr>
<tr>
<td></td>
<td>learning</td>
<td>95.0</td>
<td>95.4</td>
<td>98.1</td>
<td>99.7</td>
<td>94.1 failed</td>
<td>97.8 failed</td>
</tr>
<tr>
<td>NLP</td>
<td></td>
<td>95.0</td>
<td>95.4</td>
<td>98.1</td>
<td>99.7</td>
<td>94.1 failed</td>
<td>97.8 failed</td>
</tr>
<tr>
<td>Batch</td>
<td>size</td>
<td>95.0</td>
<td>95.4</td>
<td>98.1</td>
<td>99.7</td>
<td>94.1 failed</td>
<td>97.8 failed</td>
</tr>
<tr>
<td>Dropout</td>
<td>rate</td>
<td>95.0</td>
<td>95.4</td>
<td>98.1</td>
<td>99.7</td>
<td>94.1 failed</td>
<td>97.8 failed</td>
</tr>
<tr>
<td>Epoch</td>
<td></td>
<td>95.0</td>
<td>95.4</td>
<td>98.1</td>
<td>99.7</td>
<td>94.1 failed</td>
<td>97.8 failed</td>
</tr>
</tbody>
</table>

Note: The results that are significantly different from that of the default settings are highlighted in bold. The numbers in the brackets indicate the relative change to the default settings of GraphCodeVec. The letters S, M, and L represent small, medium, and large negligible effect sizes, respectively.
6 DISCUSSION

In Section 5, we have conducted several experiments and shown that our task-agnostic GraphCodeVec can effectively be applied to different downstream tasks. In this section, we would like to have a discussion about the impact of different model parameters and the results of repeating our experiments with different data sampling using a 10-fold cross-validation.

**Impact of modeling parameters.** GraphCodeVec contains two stages (i.e., training context generation and embedding learning) for learning the code embeddings where some thresholds and model hyperparameters are involved for generating the training corpus as well as defining the GCN structure. In this work, we either simply follow previous work or use the default settings of the model and do not try to fine-tune the parameters for fitting into different tasks. In this part, to examine whether our generated code embeddings can be further improved and assess the impact of the hyperparameters on the quality of the generated code embeddings, we conduct more than 20 new experiments with different parameter settings and the corresponding results are listed in Table 6. We also conduct a Wilcoxon signed-rank statistical test to check whether there is a significant performance change between the performance of the model using the new configured parameters and that of the model using the default parameters results are significant, for significant changes, we further conduct Cliff’s delta statistic to check the effect sizes. The significant changes are marked in bold as shown in Table 6.

The performance of GraphCodeVec on some tasks can be further improved by fine-tuning the model parameters. For example, if we set the dimensionality of the embeddings to 300, we observe a significant performance increase of the F1 score (i.e., from 93.8 to 95.6) on the OJClone dataset for the task of code clones detection. Meanwhile, changing the parameters can also decrease the performance of GraphCodeVec. In our experiment, using a smaller dimensionality (i.e., 50) of the embeddings leads to performance degradation almost on all the tasks and datasets. The reason may be that a small dimensionality of the embeddings cannot preserve the properties of the tokens of high dimensional spaces, leading to the degradation of the quality of learned embeddings. On the contrary, using a relatively larger dimensionality can preserve more information and improve the quality of the generated embeddings. Another possible reason may be underfitting of the models used in downstream tasks, as a smaller input dimension means a simpler model and fewer weights to be learned during model training, and thus the model cannot capture the relationship between the input and output variables accurately, generating a high error rate on the testing data. To examine the impact of the number of training epochs, we provide another two experiments with more training epochs (i.e., five and ten epochs). During the embedding learning phase, the training loss reduces from 1.79 at the beginning of the first training epoch to 0.73 at the end of the first epoch, which further drops to 0.47 and 0.48 at the end of the fifth and the tenth epochs, respectively. Further, we also evaluated the quality of the newly generated embeddings on the downstream tasks. Overall, as shown in Table 6, when the training epoch increases to five, we observe seven significant improvements on the evaluation of the downstream tasks. On the other hand, we also observe that there are significant degradations on some (i.e. five) of the datasets from source code classification and software defect prediction tasks. The results indicate that the training epochs have different effects (either positive or negative depending on the downstream tasks) on the quality of the generated embeddings, and developers can fine-tune these epochs specially for their task. In our experiments, as we stated in Section 4.4, we avoid only fine-tuning these settings only for our method aiming for a better performance.

A model with more layers (i.e., deeper model) may not guarantee a better performance, especially for GCN models. In our supplement experiments, we increase the depth (i.e., layers) of GraphCodeVec from one to three and five, we find a continuous performance degradation for almost all the tasks, the model even returns a F1 score of zero for the task of software defect prediction on the Lucene project. This finding is consistent with previous works [? ? ? ? ?], that is with an increased depth (i.e., number of layers), GCN tends to easily overfit the training data and suffer a continuous performance degradation. Except for reducing the number of layers (we set
the layer to one to avoid overfitting and performance degradation, c.f., Section 4.2) of the model, researchers [? ] also propose to use dropout to prevent overfitting. Dropout is a regularization technique which randomly drops out the units along with their connections of neural networks. To examine the impact of using dropout on the quality of our generated code embeddings, we have experimented with two different dropout rates (i.e., 0.2 and 0.5). Overall, as Table 6 shows, we do not have obvious performance improvements when using different dropout ratios. This can be explained by the fact that our model (e.g., one layer, 128 input dimension, and trained for only one epoch) does not suffer the overfitting problem, and thus using dropout cannot further improve the performance of our embeddings on downstream tasks. However, the results in our experiments do not mean that dropout is useless, instead, it indicates that our model structure may not suffer from the overfitting issue. Moreover, previous work [24 ? ] and experiments17,18 also show that using dropout may not always improve the performance of neural networks, which further confirms our findings. For example, ? ] and ? ] observe that adding dropout may reduce the performance of the model. Besides, in the original work of dropout [? ], the authors also explored the effect of changing data set size when dropout is used, and the results show that when the size of data sets is very small (e.g., 100, 500 samples) or very large (e.g., 50K samples), dropout may not give any improvements. These results suggest that developers and researchers should be careful when applying the dropout to the neural networks. Meanwhile, previous work [24 ? ] provides suggestions on how and when to use dropout to avoid overfitting. For example, it is expected that dropping the neurons in the model would reduce the effective capacity of a model, thus ? ] suggest that increase the size of the model when using dropout and they suggest to set the number of units to \( n/p \), where \( p \) is the dropout rate and \( n \) is the number of optimal units for a model without dropout. Besides, Goodfellow et al. [24] also suggests that when there is a large amount of training data, the benefit of using dropout may be outweighed by the computational cost of using dropout and larger models. Thus, considering our simple model architecture and the large size of the training dataset (i.e., over 60K samples), it is reasonable that using dropout does not significantly improve the quality of our generated embeddings. To better illustrate the ability of dropout in preventing model overfitting, future work can try to add more layers with more training epochs.

Traditional machine learning model (e.g., logistic regression used in the task of software defect prediction) is more sensitive to the changes of code embeddings. As shown in Table 6, almost any changes of the parameters of GraphCodeVec could lead to significant changes of the performance (either improvement or deterioration) of the software defect prediction task. This may be explained by the fact that the code embeddings are directly used as features for the traditional machine learning models, thus any changes of embeddings could be immediately propagated to the final output of these models. However, for deep learning-based models, the embeddings are only used to initialize the first embedding layer of which the value would be later adjusted to better fit the training data, as a result, the impact of utilizing different embeddings may be diminished or even erased during the model training and weights updating.

The thresholds used during the training context generation stage have a relatively more minor impact on the code embeddings generated by GraphCodeVec than that of the parameters involved during the embedding learning stage. For example, as we lower the thresholds of unique node (i.e., 50 and 80), there is only one significant performance change among all 23 tasks or datasets. This finding shows that GraphCodeVec is different from fastText, which is sensitive to the preprocessing of the corpus [? ]. To complement the experiments, we have done another experiment for fastText where we only perform a lowercase preprocessing on the tokens (i.e., without the removal of non-identifiers and low-frequency tokens). The results are shown in Table 7. In our experiment, we find that among all the six tasks, the performances of four tasks (i.e., code comment generation, 17https://github.com/mvshashank08/article-dropout 18https://github.com/harrisonjansma/Research-Computer-Vision/blob/master/08-12-18%20Batch%20Norm%20vs%20Dropout/08-12-18%20Batch%20Norm%20vs%20Dropout.ipynb
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Table 7. Evaluation results of fastText with different preprocessing strategies.

<table>
<thead>
<tr>
<th>Dowsnstream Tasks</th>
<th>Code comment generation</th>
<th>Code authorship identification</th>
<th>Code clones detection</th>
<th>Source code classification</th>
<th>Logging statements prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Datasets</td>
<td>GitHub</td>
<td>Google Code Jam</td>
<td>BCB</td>
<td>OJ Clone</td>
<td>Avg.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>19.9</td>
<td>36.0</td>
<td>76.6</td>
<td>93.4</td>
<td>84.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lowercase</td>
<td>19.3</td>
<td>35.3</td>
<td>70.5</td>
<td>93.4</td>
<td>75.2</td>
</tr>
</tbody>
</table>

Note: Original and Lowercase are two different preprocessing strategies, where Original contains three steps: 1) remove non-identifiers, 2) filter out the rare tokens, and 3) lowercase all tokens; while Lowercase means that we only perform a lowercase preprocessing on the tokens (i.e., without removal of non-identifiers and low-frequency tokens).

7 THREATS TO VALIDITY

This section discusses the threats to the validity of our work.

External validity. One major threat of using GCN for training embeddings is the computational costs. In our work, the embeddings are trained in an NVIDIA GTX 1080Ti GPU, and it takes around 18 minutes to finish the training process, which is acceptable. In fact, the major computational costs are caused by the downstream tasks. For example, it takes around 10 hours to finish the evaluation on the comment generation task. Considering the

Impact of different data sampling. Different separations between training and test sets have a non-negligible effect on the performance of the models. Figure 11 shows the results of different embedding techniques on all datasets using 10-fold cross-validation. We can observe the apparent variances on almost all the tasks or datasets. For example, on the task of code authorship identification, all the results of the evaluated code embeddings have large variances, and the differences between the lowest and highest scores even exceed 10%. Although the variances on the tasks of code comment generation and source code classification seem to be small, both have obvious outliers, and the range of the Y-axis is larger. This finding further indicates the necessity of running multiple times with different separations between the training and test datasets to mitigate the effects on the data separation. Otherwise, the reported conclusions may be misleading, as the rankings of performance of different embedding techniques may differ.

Finally, we want to highlight that, on the one hand, fine-tuning parameters of GraphCodeVec for the different downstream tasks can usually result in improved performance. On the other hand, different parameters can have diverse impacts on the final performance, and if we do not know which settings to choose, starting from the suggestions from previous work is always not a bad choice.
large amount of time and computing resources needed for executing the downstream tasks, our quantitative evaluation is conducted on six SE tasks. However, we train our embeddings in a task-agnostic manner using an independent dataset from the datasets used in the downstream tasks. Although our study only focuses on six tasks, the scale of our study is comparable to prior research on embeddings evaluation [34]. Meanwhile, there exist other tasks that adopt the pre-trained embeddings, and we cannot confirm that our embeddings might be generalizable to all the tasks. For example, for the tasks that rely on both natural language texts and source code, such as traceability link recovery [? ?] and user review classification [? ], we think that our embeddings may not perform very well on these two tasks as our code embeddings are only trained on source code and cannot capture the properties of natural language texts, which is confirmed by the task of code comment generation. However, we believe it would be a very promising research direction to jointly learn the code and text embeddings, and in that way the embeddings can be applied to such tasks which involve both texts and source code. Another threat is that some of our models used in downstream tasks may not give state-of-the-art results. For example, we use logistic regression in the task of software defect prediction, which is simple and a bit out of date, especially in the era of deep learning. However, our goal is to show the performance changes of different code embeddings. Although this model is simple, it is able to reflect the representation ability of different code embeddings. Nevertheless, we admit that our choices of the models in the studied downstream tasks pose a threat to the generalizability of our findings. Thus, using the downstream task of software defect prediction as an example, we experimented with other models, including Random Forest (RF), Naive Bayesian (NB), and Support Vector Machines (SVM). We observe that our general findings remain the same, and our proposed embedding approach achieves the best results for all the models except NB. We speculate that it may be because NB is not best suited for the task as it holds a strong assumption on the independence of the features which are difficult to satisfy in the resulting embeddings. In fact, the performance of NB is among the worst of all the considered models. On the other hand, we encourage future work to validate our findings on more downstream tasks and models. Moreover, there is a lack of qualitative tasks for quality evaluation, and all the downstream tasks are external tasks, which means we cannot do the evaluation directly. To minimize the threat and explore the internal characteristic of embeddings, we also provide a qualitative evaluation. While the qualitative evaluation may include subjective bias in terms of selection of example tokens and interpretation of their projection in the semantic space, that may be introduced by the different backgrounds of researchers. However, we have already provided the trained embeddings, and readers can explore the properties among the tokens of their own interests. Future studies can apply GraphCodeVec to other tasks, such as method name prediction, and develop some qualitative evaluation datasets, such as token similarity or token analogy test sets. For the comparison of the results, we report the final score of each evaluation metric. However, small variations (e.g., when one instance is classified in a different direction) may change the results. Our goal is to understand the performance changes between different code embeddings among different tasks. Although a small number of misclassifications may cause significant changes in the final scores, especially for small datasets, even in such cases, the improvement or decrease of the performance can still reflect the effect of the different embeddings. Besides, we do a 10-fold cross-validation to reduce the impact of such cases.

**Internal validity.** As described in Section 3.1, we attempt to represent the source code into graphs, where the nodes are tokens in the source code, and edges are AST paths. There could exist other strategies for representing the source code as a graph. Besides, we rely on the surface forms of the tokens to build the connected graph within a method, as a result, changing the name of a variable would lead to the change of the constructed graph. In particular, using meaningless identifiers (e.g., “v”) may negatively impact the quality of the resulting embeddings and their effectiveness in the downstream tasks. However, we have applied our approach on a variety of real-world software projects. The results demonstrate the effectiveness of our approach when applied to ordinary code written by different developers. Meanwhile, using the same identifiers in different surrounding code contexts would also impact the performance of our approach. For example, the keyword "public", can be used as modifiers for different levels of source code (i.e., class, attribute, and method), and ideally, they should...
have different representations to better capture the properties. However, in our approach, the token ‘public’ has been assigned only one unique vector representation, which is non-optimal. Another threat to validity is that there is a possibility that the temporal dependencies among code tokens (i.e., the sequence of the source code tokens) may not be captured by the ASTs. However, prior work [6, 11, 29, 83, 95] finds that the structural information performs better for some SE tasks. On the other hand, our way of constructing the training context still can capture such information, if the distance between the sequence of code tokens is within the threshold (i.e., a pre-defined value of the maximum number of AST nodes connecting two leaf nodes, c.f., Table 1). To better illustrate it, given the following code sequence, “public static void main”, the temporal dependencies would be “public -> static-> void-> main”, if we convert the code sequence to an AST, only the structure information of the code sequence is preserved and the sequence information is lost. While, if the distances between these tokens in the source code are within a threshold, by using our method to traverse the AST, we are able to construct the following triples, “public -> static”, “static -> void”, and “void -> main” (different colors represent different AST paths). And thus we can construct a graph which captures the temporal dependencies, “public -> static -> void -> main”. Besides, in RQ2, we also treat the source code as a sequence of plain text for embeddings generation, which also confirms the findings that, overall, the structural information extracted from the ASTs can benefit code embeddings generation for the downstream SE tasks. Another threat is that in RQ2, we examine how the training context (with or without AST) impacts the resulting embeddings and thus on the performance of the downstream tasks. Although we only vary the input of the embedding training from the process point of view, the change in the resulting embeddings can impact the training process of the subsequent downstream tasks. More specifically, the changes of code embeddings would lead to different weight values between layers and neurons depending on the embedding during the training process. Thus, the training context is not the sole varying factor of the analysis and it confounds with other factors such as the training of the downstream tasks. Future work may further investigate the impact of the individual steps (e.g., embedding training) while isolating other steps (e.g., downstream stream task training). In Section 4.1, we remove the rare tokens during the preprocessing stage, which may also cause the removal of important tokens, leading to an overfitting model. While, on the contrary, rare tokens mean that there is not enough data for training. As we described in Section 3, if the tokens appear only once or twice, the vector (i.e., embeddings) of that token can only be updated limited times (depending on the epoch) which would result in a poor embedding of the code embeddings [10, 73, 89], thus we follow common practice [10, 73, 89] and remove these rare tokens. In RQ1, we provide a qualitative analysis of different embeddings, while the manual inspection may include subjective bias introduced by the individual participants. Future work can consider different graph representations and perform manual analysis to verify our findings.

**Construct validity.** As described in Section 4, we select six different tasks and corresponding models to evaluate the generalizability of the code embeddings. Thus, one of the threats is the quality of the models used in the downstream tasks. In our work, most of the models have a comparable or better performance compared to the work in the literature [34, 87, 95]. Although, in our experiment, the model used in the task of code comment generation performs not as well as the original work [29, 34] (i.e., with a 5.7% performance degradation). This may be caused by the different parameters used for the inference stage and the data separation. Previous work [29, 34] only mentions the parameters for the model training but don’t provide the parameters for inference, and unlike what we do in RQ1, they only randomly split the data into training, validation and test sets without a 10-fold cross validation which also has a non-negligible impact on the results. However, we can still observe the performance changes of the model caused by different code embeddings. Another threat is that the training data used for our embeddings is the Java-small dataset. There may exist other datasets that can be used for embedding training. And in order to make a fair comparison with baselines, we only extract the training context based on the methods which may lead to the inadequate use of the class or project level information from the source code. However, as ASTs can represent the source code with different levels (e.g., method level, statement level, class level, etc.), our method can also be applied to other types of training data. Besides, the edges (i.e., AST paths) in the graph
representations are extracted based on the JavaParser tool. JavaParser is a mature tool and has been widely used in various software engineering research. Nevertheless, the quality of the data generated by JavaParser may impact the results of our study. GraphCodeVec requires several hyper-parameters for the training process, such as the dimensions, the number of GCN layers, and the number of training epochs, which may impact the resulting code embeddings. To minimize the bias caused by the hyper-parameter configurations, we follow the practices from prior studies [6, 34, 95] to configure the hyper-parameters. Performing further fine-tuning on these hyper-parameters may further improve the results of GraphCodeVec. In our experiments, we randomly initialize the OOV tokens with real numbers, which may affect the performance of downstream tasks. However, to minimize such influence, we conduct a 10-fold cross-validation for all experiments.

8 CONCLUSIONS

In this paper, we introduce a graph convolutional network based approach, GraphCodeVec, which represents source code as graphs and learns code token embeddings from the context information provided by the graphs. GraphCodeVec trains code token embeddings in an unsupervised way, aiming to improve the generalizability of the learned embeddings. We evaluate GraphCodeVec on an extended benchmark containing six downstream SE tasks. The experiment results show that GraphCodeVec performs comparable or better than all existing code embedding techniques on all SE tasks. Our approach and our pre-trained embeddings can be leveraged by software engineering researchers and practitioners in their downstream tasks that rely on or can be improved by code embeddings. Our work also sheds light on future work that explores different approaches of constructing graph representations of source code and utilizing graph-based deep learning methods to leverage the graph representations.
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Fig. 11. The results of different embedding techniques on all datasets using 10-fold cross-validation.