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ABSTRACT: Increasing attention is being given to the observed varia-
tions in the time rate of weight loss during impingement and cavitation
crosion testing, It is generally recognized that a fuller understanding of
these variations is needed for more meaningful use of the test results and
more insight into erosion mechanisms. A pattern often observed is that of
an initial period of little or no weight loss, successively followed by a
period of high rate of loss and one of diminished rate of loss. Some re-
sults, however, follow other patterns, such as a continuously declining
rate or a continuing sequence of fluctuations. There has been no full
agreement concerning the causes for, und the significance of, the various
phases.

Part T of this paper reviews the pertinent findings in the literature and
discusses cach of the following influences in some detail:

(@) The effect of the geometrical changes in the eroded surface on the
macroscopic flow, cavitation, or impingement conditions which determine
impact severity.

(b) The effect of the metallurgical and geometrical changes in the sur-
face on the resistance of the surface to the impacts.

(¢) The relative significance of the various material-removal mecha-
nisms, such as single-impact failure, fatigue failure, and corrosion.

Part II develops a tentative statistical model of the erosion process for
the case where fatigue is the predominant failure mechanism. The analy-
sis predicts rate-time patterns similar to many of those observed, and it
leads to the conclusion that the instantaneous erosion rates during non-
steady periods are strongly dependent on the scatter associated with finite
fatigue life and with test parameters such as bubble or drop diameters.
While the analysis predicts the eventual attainment of a steady-state rate
independent of that scatter, this state is probably often unatlainable in
practice because the increasing roughness of the surface itself affects the
erosion rate.
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The recent literature dealing with the resistance of materials to im-
pingement and cavitation crosion has become increasingly concerned
with the fact that the rate of material loss is not uniform in time. While
this, as a fact, had been noted for many years, some of its consequences
have only lately been emphasized. Thus, as Thiruvengadam and
Preiser [/]* have pointed out, the comparison of test results can be very
misleading if not based on corresponding phases of the rate-time curve,
and therefore the rather common practice in the earlier literature, of
testing all specimens for the same length of time, is subject to criticism.
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FIG. 1—Characteristic rate-time curve according to Thiruvengadam |1].
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FIG. 2—Characteristic rate-time curve according to Plesset and Devine (2],
Hobbs |3}, and Pearson [4].

The authors of Ref / proposed that characteristic erosion-time curves
could be described in terms of four zones: (1) “incubation zone” with
no weight loss, (2) “accumulation zone” with loss rate increasing to a
peak, (3) “attenuation zone” with decreasing loss rate, and finally (4)
“steady-state zone” with constant loss rate (Fig. 1). They do not at-
tempt any detailed explanation for these zones, but suggest that the
first three zones arc influenced by the initial condition of the surface
and that only the final zone is truly characteristic of the material itself
and that it should be used for comparison or correlation purposes.

This particular suggestion was disputed by Plesset and Devine [2],

*The italic numbers in brackets refer to the list of references appended to this
paper.
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who showed photographically that in a magnetostrictive oscillator the
attenuation zone is associated with a cavitation cloud of much reduced
intensity, and attributed this to hydrodynamic damping effects’ due to
the heavily roughened specimen surface. Moreover, the authors of Ref
2 held that the maximum erosion rate persists as a steady-state rate
for some time rather than forming a narrow peak, as described by
Thiruvengadam and Preiser [1], and that there is no' real indication of
any final steady-state zone. A characteristic curve of this type is shown
by Fig. 2.

Similar statements have been made by a number of recent investiga-
tors. Thus, both Hobbs [3], using a magnetostrictive oscillator cavita-
tion test, and Pearson [4], using a drop impingement erosion rig, have
called the region of maximum erosion rate the “steady-state” period,
and have based their correlations of erosion with material properties
and test conditions (such as oscillation amplitude or impingement veloc-
ity) on this maximum loss rate. Both have associated the declining loss
rate of the final period with heavy surface damage, as did Plesset and
Devine [2], and feel that it is not a practicable measure of the erosion
resistance. This point of view is also supported by Hammitt [5], whereas,
on the other hand, a point of view similar to that of Thiruvengadam
and Preiser [7] has been adopted by Evans and Robinson [6].

The object in Part I of this paper is to review in some detail the ob-
servations concerning erosion rate-time patterns which can be found in
the literature and to discuss these in relation to the possible influences
of surface-characteristics and material-removal mechanisms. The object
in Part Il is to show that a simple statistical model of the erosion proc-
ess—which regards crosion as a multiplicity of fatigue failures—can
predict characteristic rate-time curves of most of the observed types,
and to discuss some of the implications of this model in relation to the
measurement and correlation problem.

Part I—Review of Factors Influencing Erosion Rate

Observed Erosion Rate-Time Patterns

As early as 1928, Honegger [7] presented his impingement erosion
results in terms of “specific erosion” (erosion rate) curves, which gen-
erally exhibited a rising and then falling pattern, although not enough
readings were taken to establish the curves very precisely. His ex-
planation was entirely a geometric one: “As long as the surface of the
specimen is smooth, it offers an unfavorable surface for the impinging
water to attack; hence, the water flows off to either side. Erosion does
not take place therefore for some time. As soon as any roughness is
formed, however, the erosion proceeds rapidly as the jet impinges with
great force in the unevennesses. If, finally, the unevenness has attained
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a considerable depth, a layer of water adheres to.the now complet.ely
rougli¢cned Surface. This water absorbs part of the impact of succeedllng
drops of water so that the force of the jet is not so eﬁ,ectwc' as former y
The specific erosion consequently decreases after a certain depth bas
been attained.” This explanation, especially of the reduction of erosion
rate as the surface gets roughened, is essentia?ly the same as that ad-
d in current papers on impingement eroston. ' .
vargjrvcs of weigfll)t Foss versus time given by Kerr.[éf], obtained in a
magnetostriction cavitation device, do not show a dl.stmct zero-loss in-
cubation time, but do exhibit a slope which at first increases gnd }?te‘:r
decreases. In tabulating the data, he acknowledged this t')y hstlpg 1m,—7
tial erosion” based on the first 30 min of test and “relative resistance
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FIG. 3—Typical cumulative erosion-time curves from jet impingement lests,
adapted from Fig. 4 of Ref 10. (u = impact velocity, m/sec.)

based on the subsequent 60 min of test. By contratst, many of the
loss-time curves obtained with wheel-and-jet type of unpmggncnt .de-
vices, during the 1930’s and 1940’s, exhibit a very marked mcub.atlori
stage with zero or exceedingly small slope, followed by a stage qf. ycr){
much steeper slopes, but often of rather irregular and unpredlctal_)lc
shape.® Such curves were given, for example, by von Schwarz et al [9]

* A possible explanation for this irregularity 1ics'i.n the fact that thes;’resglstg
were obtained at relatively low impingement‘ velocm.es (generally less dt“an o
ft/sec) against the side of a relatively large dl_amcter jet (up.‘to 19 rtnm\ 1tln111c ul&
Thus, if we accept a fatigue mechanism of failure, thc‘ lov_/ impact s.tre;seb s \;) -
result in a pronounced incubation time, and the large jet snzq——lhat is, a\r_gc bfrr']»r-
field applied on each impact—could be expected to result in lflrge 'crosxor} d;;
ments when faiture does occur. Thus, the loss rate ;hould exhibit a ldrger‘ ran "
fluctuation than if erosion took place by the formatlon. of many s:ma.ll.er frldgm}flgles’
as it might in accelerated cavitation tests whf:re the size of the mdw}nldua tu. hles
is small but the impact stresses are much higher and occur at much greater

quency.
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and Brandenberger and de Haller (10] (Fig. 3). However, even in these
data one sees a definite tendency for the loss rate to decrease eventually.
Nevertheless, many authors over the years have smoothed their results
in such a manner as to show the crosion as progressing from an incuba-
tion stage, through an acceleration stage, 10 a presumed linear or steady-
state stage, and have ignored the eventual diminution of the erosion rate.

Cavitation erosion curves of what might be called the conventional
pattern were shown by Leith and Thompson [11} (Fig. 4). In the discus-
sion to that paper, Plessct held that even during the incubation stage
there is a small but increasing rate of material loss and that surface dam-
age will eventually result in a nonlinearity of the erosion rate.

Most authors have presented their results in terms of cumulative
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FIG. 4—Typical cumulative erosion-time curves from cavitation tests, adapted
from Fig. 7 of Ref 11. (Magnetostriction device, in distilled water.)

loss-time curves, rather than by rate-time curves which require the dif-
ferentiation of empirical data and will magnify all the scatter and uncer-
tainty of those data. Whether, from a curve such as the upper one in
Fig. 4, one would draw a rate-time curve such as Fig. 1 or one such as
Fig. 2 will depend very much on one’s belief of what the rate-time curve
should look like. From the practical point of view of quantifying the
results in terms of one or two numbers, it is convenient and not too in-
accurate to draw a straight line through the general region of maximum
steepness, and to specify its slope as a rate parameter and its intercept
as an incubation parameter as done, for instance, by Mathieson and
Hobbs [12]. This empirical procedure is not much affected by whether
the “true” shape is a straight line leading to the rate curve of Fig. 2 or
an S-shaped line leading to that of Fig. 1. (From a theoretical point
of view the distinction is of interest, and this will be discussed in Part
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I1.) The major criticism which can be leveled at some of the'earlier in-
vestigators is that they have not cven followed the. aforementioned pro-
cedure, but they have tabulated and correlated their resul?s on the basis
of cumulative loss or of loss rates mecasured at one arbitrarily chosen
point in time which may fall within completely diﬁefr'ent stages of the
erosion-time pattern for different materials or condltloqs. The author
has discussed some of the foregoing points more fully in Ref /3.

Less Frequently Observed Rate-Time Patterns

All the previously mentioned results exhibited what may be called
the “conventional” pattern or some minor variation thereof. However,
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FIG. 5—Curmulative cavitation erosion-time curves which begin ar maximum
rate, adapted from Fig. 24 of Ref 14. (Rotating-disk device at 150 ft/sec)

there are erosion results which do not follow this pattern at all. Th.us,
Lichtman et al [/4] presented loss-time curves of which many BX'hlbll'
no apparent incubation or acceleration stages, but rather begin with a
maximum rate which declines thereafter (Fig. 5). These results were
obtained in a rotating-disk cavitation device. ‘ .
Exactly the same type of result has been obtained in (lle spray im-
pingement erosion test facility at the author’s laboratory., Erosion rates
invariably seem to begin at a maximum value and then dccrea'se—rapldly
at first, and then more gradually leading into or approaching a lower
steady-state value. Figure 6 shows some “character.islic erosion-rate
curves,” obtained by curve fitting through points obtzune_d from. several
specimens for each material. One might suspect that incubation and
acceleration stages lie in the region to the left of the curves, as shown,
and were simply missed because initial weight-loss readings were gen-
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crally not taken until about 2 hr of exposure. In order to check this, we
made measurements on one specimen—a titanium alloy of fairly good
erosion resistance—after 5 min of exposure and several more times dur-
ing the first hour of testing. (In all of the titanium specimens which we
have tested, the erosion rate has continued to decrease for at least 30 hr.)
The result is shown in Fig. 7 and gives every appearance that the erosion
rate does in fact begin at a maximum value, or that if there is an incuba-
tion stage it occurred within the first minutc. The latter alternative is
supported by some of the analytical results to be discussed in Part T
However, it may be worth noting that Thiruvengadam [/5] has shown
the rotating disk to be the most intensive cavitation damage device and
that our test facility produces impingement of probably rather small
droplets at a high velocity, probably exceeding 2000 ft/sec. Thus, some
single-impact damage may be occurring in both cases, contributing to
the lack or deemphasis of an incubation period.

At the other extreme of a rather low-intensity cavitation damage de-
vice, deviations from the “conventional” rate-time pattern are also found.
Thus, Hammitt [/6,/7] has described results obtained in a cavitating
venturi, in which a bricf initial stage of high loss rate is followed by a
sort of “displaced” incubation period of little additional loss, again
followed by a stage of significantly higher rate of erosion which may
take on a variety of patterns. In some cases, for example, there is a
series of increasing fluctuations. It should be mentioned, however, that
the initial “high” loss rate represents a total material loss which is too
small to be weighed and must be determined by pit-counting methods.
It is possible that this stage—said to represent the removal of isolated
very weak spots on the surface—occurs so rapidly in accelerated tests
that it simply cannot be measured, and that the whole extent of these
results corresponds to what would be the incubation and acceleration
stages of an accelerated test.

In summary, erosion rate-time patterns such as described in Refs /
and 2 have long been noted in both impingement and cavitation erosion
test results. Any final explanation of this pattern, with a view to estab-
lishing which characteristic of it should be used for reporting the data
and making corrclations, should also be able to account for those re-
sults which. deviate from the conventional pattern. Parenthetically, the
comparison between different erosion results and the interpretation of
the variations found in the erosion-time patterns would be made easier
if these results were expressed in a rationalized form, such as “mean
depth of penetration” (MDP), wherever this is feasible. This is becom-
ing more common but is unfortunately not yet standard practice.

Factors Influencing the Erosion Rate

The erosion-time pattern can be influenced by at least three kinds of
effects:
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(@) The effect of the geometric condition of the surface on the cavi-
tation or impingement severity and thus possibly on (c).

(h) The effect of the physical and geometric condition of the original
surface, and of the changes in that condition, on the resistance 6f the
surface to impingement.

(c). The relative significance or interaction of the various material-
removal mechanisms, such as single-impact failure, fatigue failure, and
sometimes corrosion, as determined by the impact severity and fluid
properties, etc.

The desirability of expressing the material loss by a rationalized
parameter was mentioned earlier. Of no lesser desirability is that the
test duration be expressed in some rationalized manner, by which re:
sults may be more readily compared between different tests and extrapo-
lated to operating conditions. In impingement erosion tests, the number
of impacts has often been used, though for many correlation purposes
the volume of water impinged per unit arcd, as used by Pearson [4], is
preferable and results in a nondimensional erosion rate when combined
with the MDP as a measure of loss. In cavitation erosion, the problem
is somewhat more difficult, though Thiruvengadam [/8] has made an
attempt at formulating such a parameter.

For the purpose of investigating the nature of the erosion rate-time
relationship, however, the most fundamental independent variable is
surely some measure of the damage to the surface itself—the cumula-
tive erosion or MDP, or the surface roughness, or perhaps some other
measure. Clearly, any time variation of crosion rate (presuming the con-
stancy of the gross environment) must somehow or other be related to
changes in the material surface, and the discovery of which surface
property provides the best correlation would in itself help the under-
standing of the causality involved. (Part 1T of this paper implies that the
median lifetime of erosion fragments provides a significant time scale.)

Let us briefly discuss each of the three previously mentioned effects,
with primary reference to ductile, work-hardening materials.

Effect of Surface Geometry on Impingement Severity

The manner in which the roughness of an eroded surface can reduce
the intensity of cavitation attack has been referred o earlier and is dis-
cussed in detail by Plesset and Devine [2] for magnetostriction devices
and by Hammitt et al [/7] for cavitating venturi and rotating-disk de-
vices. In impingement erosion devices, a protective liquid layer held in
the depressions of a roughened surface has been supposed to account
for a diminution of erosion rate with time, by Honegger [7] and many
subsequent investigators. One might argue, however, that if this were
indeed so, then while the valleys of the rough surface were protected
the peaks would not be; thus, one would expect this process to converge
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rapidly to an equilibrium condition in which both the roughness and the
erosion rate remain constant. This does not generally occur.

Some authors (for example, Hammitt et al [/7]) have also supposed
that in the earlier stages of roughening—before the previously men-
tioned effects become operative—the increased surface area due to the
roughening exposes more surface to erosion atftack and may therefore
partially account for an initially increasing erosion rate. This seems un-
likely, since if the number of droplets impinging, or number of bubb!es
collapsing, against the projected surface area rcmains constant, an in-
crease of actual surface area would only result in an effective reduction
of the concentration of impacts on the exposed surface.

In impingement erosion one may postulate other reasons why slight

(a)
Glancing Wedging
O impact, Impact,
* attenuated intensified
(b)

FIG. 8—Schematic illustration of possible effects of small and large surface
roughness.

roughness may tend to increase the erosion rate apd heavy roughness
may tend to decrease it. Bowden and Brunton [79,20] have dcmonstra?ed
that the high-speed impact of liquid on a ductile metal prf)ducc5 a ring
of roughening, due to plastic deformation, arognd the impact point.
They have stated that actual material removal in a single such event
is by shear failure of these or previously existing mmu?e surface steps,
due to the high-speed radial outflow of the drop after impact. Even at
much lower impact velocities, one may suppose thgt small surf?ce
irregularities of whatever source can providc stress raisers f.or_the im-
pact itself and may help to initiate fatigue cracks due to the raqnal ﬂO\.N-
induced shear forces on the “peaks,” which in turn could result in ten}S{le
stresses combined with stress concentrations in the “valleys.” (See Fig.
8a.)

On the other hand, when the surface damage is gross enough so that
the irregularities excced the drop size, then the impact in many cases
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may be effectively a glancing one with a much reduced velocity com-
ponent normal to the local surface, and it has been shown by a number
of investigators recently [4,2/] that the normal component of impact
velocity is of paramount significance in determining erosion damage,
However, a droplet hitting dircctly into the bottom of a depression or
pit (if this is not protected by retained liquid within it)* may produce a
multiplied or prolonged impact force, due to the lack of a frec boundary
from which pressure-release waves can immediately begin to propagate
inward to relieve the water-hammer pressure in the impacting drop,
as is believed to occur (seec Ref 20) in impact on ‘a flat surface. Thus,
the foregoing may help explain why erosion tends to take the form of
deep pits rather than a general wearing away of the surface. (See Fig.
8b.) Pohl [22] has presented excellent photomicrographs of crack for-
mations at the bottom of erosion pits.

Another geometric effect leading to a reduced impingement severity
and erosion rate is believed to occur in steam turbines, where it has long
been observed that the erosion of low-pressure blades may proceed to a
rather severe stage in the first few months of operation and thereafter
may slow down greatly or even cease completely. Here erosion is due
to large liquid drops, which are swept slowly off the trailing edge of the
previous stationary blade, and do not have time to be fragmented or to
be accelerated to full steam velocity before they are impacted by the
moving blades at a high relative speed and a negative angle of attack.
As the blade is eroded, its “mean” leading edge recedes, and the path
traveled by the drops may be sufficiently lengthened so. that the addi-
tional fragmentation and acceleration of drops allows them to better
follow the steam path through the blades. This effect, of course,-is dif-
ficult or impossible to reproduce in conventional test facilities.

It is clear that some of the factors discussed in the foregoing influence
the effective impingement velocity and thereby the relative significance
of single-impact and multiple-impact or fatigue-type damage. There is
also an interaction with the drop-size distribution, since a certain rough-
ness may, according to the previous arguments, increase the damage po-
tential of large drops and decrease that of small drops.

Effect of Surface Condition on Erosion Resistance

The surface conditions which affect the resistance of the material itself
may include conditions of prestress, the degree and extent of work
hardening, the prevalence of surface or immediate subsurface flaws
which can act as stress raisers and crack-initiation points, and the

*Nor am T fully convinced that the presence of a small “pool” of liquid in an
existing pit would necessarily mitigate the stress or force felt by the surface when

a drop impinged therein. Some analytical work in this direction would be en-
lightening.
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manner in which the surface geometry facilitates local stress patterns
conducive to rapid formation of detached fragments. o

Work hardening of the surface material could be 1'mag1ned to hav.e
two contradictory influences: on the one hand, a higher hardness is
generally associated with higher erosion resistance; on the othgr handl,
in ductile materials, erosion due to multlplev impacts is gcn;rally hF:]d
to involve repeated plastic deformation causing work harc?cnmg, which
Jeads to eventual brittle failure or to formation of cracks which propagate
like fatigue fractures. (Sce, for instance, Refs 20 and 23.) By the first
criterion, initial work hardening of the surf,af:e should .rc_tard the onset
of erosion; by the second, it should promot.e vlt, Hobb§ [.?.j has ol?served
that in specimens work hardened by m'achmmg or grinding the incuba-
tion period is lengthened, and it is his prac.:tlce to remove the ‘work—
hardened layer by hand polishing prior to testing. We have seen evidence
of similar behavior. The apparent contradiction can probably be resolved
by recognizing that in the foregoing case a cohesive work-hardened ]ayc::r
is formed over the whole surface, which reduces the amount of plastlc
deformation due to the impacts, and thereby retards the rate at which
the amount of work hardening can be increased to the point where
work hardenability is exhausted and fractures begin. The work k?ardcn—
ing induced by erosion itself will, on the other huqd, be localuid a‘t
certain points, which for various reasons are su§cept}ble to the 'gr,c’dt-est
plastic deformation, and will not significantly inhibit the 'cont17nuat10r1
of this process to the failure condition. Plesset a-nd 'Devmc [2] ha\[;e
shown by X-ray analysis that the plastic deformation in a s'urfac?.rsul-
jected to cavitation damage reaches a stable depth almos't 1mr11?d|£ffe]y
after the beginning of exposure and that this depth remains essentially
constant thereafter as erosion progresses. They therefore concludc;: thaf
subsequent changes in erosion rate arc not attributable to changes in the
metallurgical condition of the surface. . N

Most investigations of the effect of various surface treatments have
shown an influence on the early stages only. This includes the c?ffect of‘.
shotpeening {/2] and etching [9,24]. Etching 1n¢reascd the erosion rate
initially when compared to polished specimens. It was ‘(‘)bs.erv-ed tha& 11;
the latter, one of the carly effects of erosion attack is a bringing out ’o,
the grain boundaries and the creation of somct'hmg like an etched ap]—
pearance, due to minute failures in the weaker intercrystalline material.
This observation has also been made by others, f'or .example, Wh?ffflel’
[25]. Keller {26] has shown that by peripdxc polishing of the sur accj
the erosion rate can be maintained indefinitely at a value corresponding
to that of the incubation period. : . . .

As far as the effect of the surface geometry on erosion resistance 1s
concerned, it seems evident that the irregular shape of an erodedju]h
facc not only brings more inclusions, discontinuities, and other possible
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stress raisers and crack-initiation points to the surface, but also provides
a geometry which makes it easier for the impacting drops to apply local
bending or tensile stresses which, in combination with the aforementioned
stress raisers, will induce failure. This is well exemplified by Fig. 9 which
shows a section through an eroded surface.

Effect of Material-Removal Mechanisms on Rate-Time Pattern

For the sake of argument, the spectrum of erosion mechanisms in a
ductile material may be divided into several regimes as a function of im-
pact intensity, or, in the case of droplet impingement, as a function of
impact velocity if drop size is held constant. These regimes obviously
merge one into the other; there arc no sudden transitions between them.

FlG. 9—Photomicrograph of a section through an croded stellite
(X250).

specimen

For very Jow velocities below some “first threshold” value, no meas-
urable damage or material loss will occur during any practical exposure
time, or material loss is confined to isolated weak spots. Such threshold
velocities, empirically deduced from test or operating experience or
arbitrarily derived from the endurance limit of the material by some
safety factor, have been used as design guides in some phases of steam
turbine and condenser design. It is not fully established whether there
actually is a velocity below which erosion will never occur. Honegger
[7] doubted it; and Vater [27], who suggested that the dependence of
erosion on velocity could be regarded and plotted analogously to the
dependence of fatigue life on applied stress, regarded the erosion proc-
ess as onc somewhat similar to corrosion fatigue (in which there is no
endurance limit). He therefore stated that the “threshold velocity” had
to be defined as that velocity below which no measurable weight loss
occurred after some specificd number of impacts. In any case, one might
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say that in this first regime the erosion, if any, corresponds to that ip the
incubation stage of the conventional rate-time pattern; that is, it will be
low, possibly gradually increasing \yith some rando.n? ﬂuctuaﬂong, anld
will be highly influenced by the initial surface condmor}s, as previously
discussed, and by the possibility of simultaneous corrosion as shown by
celer [25].
W},lAcsdf}fc Lve:]f)city exceeds the first threshold, Son?cthing akin to‘ fatigue
failure becomes the predominant failure mechanism. Metallurgical ob-
servations substantiating this, and descriptions of the probable sequence
of events leading to- failure and the formationl of rloose fragments, have
been provided by many investigators including Mousson [28], \(ater
[27], Pohl [22], von Schwarz et al ['9], Plesset [23], Wheeler |‘2'5],
Brunton [20], Thomas [29], and Marriott and.Rovyden [30]. Some in-
vestigators have found more plastic deformation in the su~rface' than
might be expected. Thomas [29] noted small plast.K% depressions in the
surface during the early stages of exposure ‘?t velocities whqsc presumed
impact pressures were less than the yield point o_f, the rqzxterlal._Brand:em
berger and de Haller {10], on the basis of extepswe rgdxographu: studl__es,
concluded that fracture in erosion is neither like static fracture nor like
fatigue fracture, but is accompanied by a degree of Fiamage.to the cry‘st.a].
structure which is intermediate between that associated with those fail-
ure modes. It must be remembered, though, that the stress-geometry
condition—at least when the surface is still relatively Sr_nooth——ls not
of such a nature as to make “static” rupture easily. possible. Thus thc
general regime of predominant fatigue or repeated-impact rupture will
extend well into the velocity range where each drop could be expected
to produce noticeable plastic deformation. . . .

Tn this regime one may expect to find rate-time curves exhibiting the
“conventional pattern;” that is, an incubation stage re]ate(! to the. fact
that a certain number of impacts are required before fatigue fallu’rcs
occur, an acceleration stage, possibly a steady-state stage, an attcnuatlop
stage, and possibly a final steady-state stage though probably no generali-
zations should be made about the behavior when gross sur.face dam'age
has set in. The possibility of relating these phases in the erosion rate-time
curve more specifically to the fatigue propertics of the material will be
explored in Part IT of this paper. ‘ ' .

A second threshold velocity may be associated with that velocity. at
which the material loss duc to single-impact damage process becon'le’s,
significant. This is probably related to the “visible damage': threslﬂl'oldl‘
described by DeCorso and Kothmann [37,32], ai?ove which a gngu
impact leaves a distinct crater in a smooth material surfacc':. r]?hlS‘l‘('l-
gimc cventually must merge into the regime of hypc.:rvelocxty impact.
The exact determination of the sccond threshold velocity from the pmqt
of view of material removal is difficult, because in single-impact experi-
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ments—such as those performed by DeCorso, and also by Brunton [20],
Engel [33], and others—the actual matcrial removed from the surface
could not be reliably established, although crater depths or crater pro-
files were measured. From two curves reproduced in Ref 34, one can
deduce that, for hypervelocity impact of 4 -in.-diameter aluminum
spheres on an aluminum surface, the ratio of target volume loss to crater
volume is approximately 0.15 at a velocity of 7 km/sec (23,000 ft/sec),
reducing to about 0.09 at 4 km/sec (13,000 ft/scc). One may cautiously
infer from this that at the velocitics of interest to us, say 1000 to 4000
ft/sec, the corresponding ratio will be very much sméller yet.5 Of course,
this must be balanced by the fact that such loss occurs with each im-
pinging drop, whereas many repeated impacts over some finite area are
required to generate one erosion fragment by the fatigue failure mecha-
nism. For any quantitative estimate of the relative significance of the
two mechanisms, more data are needed on each.

Qualitatively, one may say that as single-impact crosion becomes
significant the incubation period can no longer be a zero-weight-loss
period, but rather will begin by exhibiting an erosion rate corresponding
to the single-impact erosion, this rate increasing in time as additional
fatigue-type erosion sets in. Fatigue in this instance probably corresponds
more to low-cycle fatigue due to strain cycling than to high-cycle fatigue
due to stress cycling. The geometry of the eroded surface will now be
affected by the heavy plastic deformation due to each drop as well as by
the breaking away of larger erosion fragments due to fatigue fractures.
More work is needed on the relationship between surface geometry and
impact damage under these conditions before the rate-time pattern in
the regime of single-impact damage can be reliably described.

Even when initial conditions arc still in the “fatigue regime,” once the
surface is slightly eroded it may become susceptible to single-impact
failures because of geometrical effects discussed earlier.

Part II—A Statistical Erosion-Rate Model

Qualitative Description of Proposed Model

As we saw in the previous sections, the “conventional” erosion-rate-
versus-time pattern is that associated with a predominant fatigue mecha-
nism for material removal. It is in this regime that most of the test data
and the practical experience lie. As is well known, fatigue is intrinsically
a statistical process exhibiting a considerable scatter, and this fact will be
made use of in developing an analytical model for the erosion rate-time

®This inference should be valid qualitatively although the actual material-
removal mechanism in the hypervelocity regime is a liquid-like flow of the target
material accompanied with some “splashing out,” whereas that in our regime of
interest is related to the shear effect of radial outflow, as described earlier.
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pattern applicable to this regime. The qualitative results havg interesting
implications with reference to the previously reviewed ﬁndm.gs and to
previously attempted correlations between erosion and fatigue date}.
The approach to be described, though numerical in nature, can at this
time predict no more than qualitative trends and should be considered as
exploratory. . ' o

The mathematical and logical formulation of the model, in a prelimi-
nary form, is given in detail in the Appendix. The basic reasoni.ng of
the model is as follows: We assume that each small clement of sur-
face is subjected to an impact fatigue environment and that after a cer-
tain time (that is, a certain number of impacts) it will be detached from
the surface as an erosion fragment, due to subsurface fatiguc failure.
Further, we assume that when many such surface elements are con-
sidered, the individual times required for their removal would be de-
scribed by some statistical distribution function, much as the number
of cycles to failure of a large number of fatigue specimens (stressed to
the same level) can be described by a distribution function. When ero-
sion fragments are removed and expose “fresh” surface to impingement
attack, the time to remove elements of this new surface will likewise be
described by a distribution function and so on. The time-to-failure distri-
bution function for these newly exposed surfaces will probably not be
the same as that for the original surface, since they will have been
subjected to some subsurface stress condition, even before being ex-
posed to direct impingement, and since the surface geometry will be
different.

In the case of conventional fatigue specimens, the distribution occurs
primarily as a result of the statistical nature of the fatigue process it‘selﬁ
In the case of erosion fragments, it must ultimately reflect the variations
in the concentration and the severity of impacts (that is, droplet velocities
and sizes), variations in the local surface geometry and properties, and
variations in the size of fragments formed. At present, however, one
arbitrary distribution curve is assumed to represent all of these sources
of scatter. '

Qualitatively, it can be seen that if these distributions had very little
scatter or dispersion, that is, if the lifetimes of all surface elemer.lts were
about equal, then the erosion rate would be zero until that lifetxm'e was
reached, at which instant a very high rate would be exhibited while all
of the original surface flaked off, to be followed by another interval of
zero rate until the second layer flaked off and so on.

If, however, these distributions have a significant dispersion, one can
intuitively predict that this will result in a rate-time curve which'up to a
first peak looks somewhat like the distribution curve, but in WhIC]} sub-
sequent peaks and valleys are attenuated and a steady—sta.tc r.ate is ap-
proached. An “incubation period” will exist if the dispersion is not ex-
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FIG. 10—Typical computed erosion rate-time curves from preliminary statisti- i & f

cal model, using Normal distribution functions.
of a steady-state rate is hastened both by increasing the dispersion of

the functions and by specifying a shorter mean lifetime for the under-
surfaces as compared to the original surface.

Fluctuations such as shown in Fig. 10 have occasionally been ob-
served, as illustrated by Fig. 11 which shows rate-time curves com-
Results of Preliminary Model puted from experimental cumulative erosion curves presented by Kent
[35]. Moreover, fluctuations which would appear quite prominent in
rate-time curves are not nearly as evident if the same data are plotted
as cumulative crosion versus time—which, after all, is how the data are

cessive. One might think of the variation in the surface-element lifetimes ‘

as “dispersing” the periodicity associated with one layer being removed
after another.

Tl?e preliminary - mathematical formulation and computer program
considered one distribution function applicable to the ofiginal surface
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actually obtained. Therefore, it seems quite conceivable that in many
cases such fluctuations would barely have been noted and would have
been “smoothed” out of the raw data, or might have been lost entirely
through the data points being too far apart in time.

The fluctuations, however, are by no means an inevitable consequence
of this model if nonsymmetrical distribution functions arc used, as will
be secn in the results obtained from the elaborated formulation of the
model, described in the following secction.

Description of Elaborated Model )

The elaborated model permits the specifying of a different distribu-
tion function for each “level” below the original surface and of two dif-
ferent functions for the original surface: one for the “unaffected surface,”
in which erosion takes place by the initiation of new pits, and one for
the “affected surface,” which is that surrounding existing pits and in
which erosion is presumed to take place by the growth of these pits. The
program computes the rate of erosion, the cumulative erosion, and the
exposed area at each level, from which, in turn, it computes an average
surface profile and surface roughness at selected time points. The formu-
lation and programming approach is described in detail in Appendix A of
Ref 46.

For the elaborated analysis, we have adopted the log-Normal distribu-
tion; that is, one which would appear as a Normal distribution if the
frequency of failures (based on logarithmic time increments) were plotted
on a logarithmic time scale. This has been shown to provide a reasonable
description of fatigue life data by, for instance, Stulen [36], Roeloffs
and Garofalo [37], and Epremian and Mehl [38], and is convenient to
handle mathematically. 1t is generally recognized, however, that a more
rational and accurate description would be provided by three-parameter
distributions such as the Weibull distribution [39] or extreme value dis-
tribution [40]. The use of one of these distributions should be con-
sidered in further developments of this model.

A rigorous analysis intended to give quantitative results would also
have to take into account the variations in drop sizes and velocities which
may be encountered under real impingement conditions. This would
bring the theories of cumulative damage into the picture. The physical
and statistical aspects of fatigue life under repeated stress cycles of
varying amplitude have been discussed, for instance, by Freudenthal
[47], who presents a number of different possible approaches to the
problem. Several of them lead to the conclusion that “high stress am-
plitudes shorten the fatigue life out of all proportion to their number
of application or their cycle ratio.” This would seem to argue against
the adoption of a simplified approach such as a superposition of the
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erosion rates due to various droplet size or velocity ranges computed

independently. o

FcI:r our present, explorative purposes, we remaitn W:lth the log-Normal
distribution or loss-rate function. On a logarithmic time :%ca'le, the log-
Normal is described by its mean, m, and its standard deviation, o, both
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FIG. 12—Computed rate-time curves based on Iag-M)r;ri(:l dt.vlrz’bu(fo;xs,,
showing effect of varying dispersion o while keeping median at constant value
M=1.0.

m and o of course being logarithmic magnitudes. Fgr our pu’{poses, we
must transform the distribution onto a linear or “real—t;lmc scale. It
then becomes a skewed distribution and its mean, med.lan., aqcl mode
values no longer coincide, as they do in a symmgncal distribution.

The real-time value whose logarithm is m, which we shall .dcpote' by
M = 10m, establishes the median valuc of the log-Normal dlstixbutl(?n,
that is, that value of ¢ at which half of the specimens (or surf’dcf’ ;—:e—
ments) will have failed. This is the value generally used to establish a




90 EROSION BY CAVITATION OR IN'\PINGEMENT

point of an engineering S-NV curve. The mode, or peak in the distribution
curve, will occur at a value less than M. The mean value. E, or avrithme
tic average of all lifetimes, will occur at a time value greater than M

namely at time E = | Lise? [ di i
y M x 10 . For purpose of discussion, we will

characterize all distributions by their values of o, and cither M or E.6
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FIG. 13— ed curves basea
of o C: 131"C01‘7.1p1114,d curves bz'med on log-Normal distributions, showing effect
of varying dispersion o while keeping mean at constant value E = 1.0 ;

From Refs 38 and 4/ one may infer that, for fatigue data, o ranges from
0.13 tg 0.40, with 0.25 a representative value. For ero)sion frga«;menﬁ
one r-mght well expect even higher dispersions. These statistical :s ecfs
are discussed in more detail in Appendix B of Ref 46, P

. ) P .

mger};eljlolgn-cll\lcl)rl[?a;lglstrnaut;on function and ils properties are discussed on

ages 4 - of Ref 42, but the formula given there f probabili

density function (that is, our rate functi ‘ to be incorroet e Drobapiily
! (that is, ate function) s S c OrT :

pression can be found on p. 220 of Ref 43. ) scems 1o be incorrect. A correct ex-
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Results of Elaborated Model

The number of variations which could be investigated with this program
is unlimited, and all we can demonstrate here are some of the important
effects. The most significant of these is the effect of the dispersion
parameter o. Figure 12 shows computed erosion-time curves for various
values of « from 0.15 to 0.80, with the median M held constant. Figure
13 shows a similar set of curves with the mean E held constant. In cach
casc, the same distribution is assumed for all surfaces and levels. Since
in such cases the eventual steady-state erosion rate must be proportional
to the reciprocal of the mean fifetime, all curves in Fig. 13 approach the
same steady-state rate.

Two striking results appear from these curves: (¢) The maximum

Cumulative Erosion-\ e

Erosion Rate e
/\/ d
1.0 <
\4/

s T

05 ;
f v
/7

(s) 0.5 1.0 15 _.
Time

FIG. l4—FExample of the effect of using a higher median value for the “un-
affected” surface (M. = 3.0) than for all other surfaces (M = 1.0). Compare with
Fig. 12d, but note difference in vertical scale.

crosion rates vary considerably, and (b) almost all of the experimentally
found rate-time patterns (discussed in Part I of this paper) can be at
Jeast qualitatively generated by proper choice of the dispersion paramie-
ter ». When o is small, the curves exhibit damped fluctuations similar to
those of Fig. 10. When o is increased, the fluctuations die out and the
stcady-state rate is attained quite quickly. When o is further increased, a
single peak appears in the curve. At very high values of o, this peak may
occur so early that the time resolution is just not fine enough to show
the acccleration stage of the rate-time curve, and the curve therefore
appears to begin at its maximum value. The same is probably true for
experimental data like those of Figs. 5 and 7. It does not seem unreasona-
ble to suppose that erosion due to very small droplets, where each impact
stresses only a minute portion of the surface area, would be characterized
by a high dispersion in the fragment lifetimes.

In many of the curves of Figs. 12 and 13 the ratio of the erosion-rate
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peak to the expected steady-state value is not as great as sometimes found
in practice. But it should be recognized that at time values greater than
the median, the surface has suffered heavy erosion damage, and one may
therefore expect that geometric effects such as described in Part T may
have set in by this time and have caused an additional diminution of the
erosion rate and possibly suppression of further fluctuations. Certainly
one would expect the results predicted by this analysis to be at least
modified by the geometric effects. Thus, Figs. 12¢ and 136 may cor-
respond to experimental results of the type of Fig. 1 and'Figs. 12b and 13q
to results of the type of Fig. 2. It is possible, however, that some appropri-
ate combination of distribution functions for the different surfaces could
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(b) The case of Fig. 14,
(¢) The case of Fig. 13c.

FI1G. 15—Examples of computer “surface profile” curves, showing the un-
eroded area as a function of level below the original surface, at various values of
time T.

result in an elongated hump such as in Fig. 2, which then again would not
constitute a steady-state value.

Figure 14 shows an example of slowing down the loss rate from the
“unaflected” surface as compared to that of all other surfaces—which
are presumed to be more susceptible to erosion because of the irregular
geometry, as discussed in Part I. This case is identical to that of Fig. 124
except that for the unaffected surface the median lifetime has been in-
creased to 3.0. Note that the shape of the rate curve has been made more
similar to that typified by Fig. 1; the cumulative loss rate is also shown
and is quite similar to typical curves such as Fig. 4.

Figure 15 shows “surface profile” curves at various values of the time
T, computed for some of the previous cases. The ordinates indicate the
surface “level,” with O representing the original surface. The abscissas
represent the area not yet eroded at each level. (Thus the difference in
abscissa between adjacent levels represents the area “exposed” at the
lower of the two levels.) Note that in Fig. 15a, a case of low dispersion
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value (¢ = 0.25), the erosion is shallower zm'd mc?rc evlc—:nly distributeil
than in the other two cases which represent high dispersion values (ir‘ =
0.8). This suggests that the geometric effects due to severe roughr}ess—'
which tend to reduce the erosion rate——are'deluyed in the form‘e} caslc,'
which may explain why the maximum erosion rate n spch a case mc;)
persist for some time and give rise to rat¢ curves typified by‘flg. 2
Figure 16 shows the computed surface roughness, versus compu'lu me:;]n
depth of penetration, for the same thr?c cases, confirming the lower rough-
ness associated with a lower dispersion value.

Discussion and Conclusions

Let us now examine the implications of this model with respcct. to
correlations of incubation times and erosion rates. Since the incubation

RMS Roughness
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(b}
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/ {c)
(a) L
/ //
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OO |.0 2.0 30 40

Mean Depth of Penetration

FIG. 16—Computer rms surface roughness versus mean depth of pene!rfiu()n
(cumulative erosion) for the examples of Fig. 15. The letters (@), (b), and (¢}
correspond to the similarly designated cases in Fig. 15.

time seems obviously related to the fatigue nature (:sf: erosion, .scvcral
investigators have attempted correlations r.cﬂectmg this. Thus L'Clt]."l a}jd
Thompson [/1] correlated the incubation times of severa]. matenals.wnh
the corrosion fatigue limit for 107 cycles of these materials. Mathleson
and Hobbs [72] made a similar corrclation with the conventional cn-
durance limit for several aluminum alloys. In both cases, the rcsul'ts were
reasonably consistent, but the approach is hardly logi.cal %mcc the m-cyba—
tion time in erosion surcly should be related to a finite lifetime to failure
rather than to a stress value at which no failure occurs. Thus the success
of these correlations surely depended on a second, implicit correl-au.on
between the finite fatigue lives at the test stress, and the gndurancc limits,
valid for the group of materials compared. Ripken et al [44].have used a
more logical approach and have correlated the' number of %mpac'ts cor-
responding to the incubation time at a given 1mpact.velocny, with tP\le
number of cycles to failure in bending fatigue at an cquivalent stress level.
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The stress level was assumed to be given by the well-known water-hammer
pressure, p = pCV. The incubation period was defined by the intercept
on the time axis of the straight-line tangent to the steepest slope of the
cumulative weight loss curve. '

If the previously developed model is valid, this procedure is still not
quite correct. The statistical model implies that the apparent incubation
period depends not only on the mean lifetime of the erosion fragments
but also on the scatter in thesc lifetimes. The erosion rate becomes non-
zero when the first “element” fails and continues to increase until approxi-
mately the mode or most probable value of the lifetime is reached on the
top surface. But it is the median value—which may occur later yet if the
distribution is skewed—which corresponds to the nominal lifetime at the
appropriate stress as obtained from a conventional S-N fatigue curve.
Whether either the median lifctime or the associated scatter in erosion
fragments corresponds to that of full-scale bending or pull-type fatigue
specimens is at present a moot question. However, the discrepancies in
the correlation of Ref 44 are in the direction which the foregoing argu-
ment would predict.

If one stipulates a steady-state erosion process, then the erosion rate
would certainly be inversely proportional to the mean lifetime of erosion
fragments (provided their size distribution remained constant). This is
the basis from which one can draw the analogy between the loss-rate
reciprocal versus impact velocity in erosion, and cycles to failure versus
stress level in fatigue, as proposed by Ref 27. This appears to provide a
rational basis for attempting to predict an erosion-speed relationship on
the basis of known fatigue data for the material, although to my knowl-
edge this attempt has not been made. But here, again, the statistical model
suggests that the “obvious” approach is not quite correct. It implies that
the maximum erosion rate—by which many investigators have, for practi-
cal reasons, reported and correlated their results—does not necessarily
represent a steady-state erosion process at all, but rather the “deluge” of
erosion fragments from the top surface layer which takes place in the
vicinity of the “most probable” fragment lifetime from the beginning of
exposure, Thus the maximum instantancous erosion rate is, again, not
merely a function of the average fatigue life of the surface elements but
also of the scatter.in lifetimes. Consequently, anything which influences
that scatter will influence the maximum erosion rate, even though it may
not affect the eventual hypothetical steady-state rate.

What can this model contribute toward the resolution of the dispute
referred to in the beginning of this paper? It implies that Thiruvengadam
and Preiser [7] are correct in claiming that the erosion rates during the
stages encompassing the first peak in the rate-time curve are not charac-
teristic merely of the material under test, since, as we have seen, the shape
of this curve depends on the shape of distribution functions which, in
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turn, depend in part on characteristics of t.llle‘tcst 'mcthod sucl} .as ;}}le dt:-
tribution of bubble or droplet sizes, etc. It 1m.phcs, also, that w 1fed fz
erosion rate would, in the absence of othc.r influences, tend [OiNd'rmc;
steady-state value as postulated in Ref 1, this gcnera}ly o.ccurs.hon y z}( i;
most of the original surface had been erode{i, at whlf:}} time the s‘L;rl‘d:
damage will be so severe as to makcl the erosion conditions §uscept’1 ¢ to
geometry effects such as described in R-ef 2. In short, the ?n-s‘f[an’tcln{(:(;us
erosion rate may never be characteristic of only the mzxtcrlfx}, an(‘ ort
meaningful correlations it will become necessary to standarc{lze the tes
method very carefully, or to use properly chos.cn cumulau\‘/c gromon
measurements (for example, time required Fo attain some spgnﬁed mean
depth of penetration, of significance to the 1r.1tcndcd appllcatlon): o
The view of erosion as a fatigue process is not new, and yet it carries
with it a number of other implications Whl.Ch perhaps have not been
sufficiently emphasized in the past and.to which I should like to.drsrt;x}f1 atf
tention, even though they are only peripheral to the present topic. These
mcil.ld;'herc is little likelihood of finding one spe.ciﬁc i{ldepende.rltly
measurable material property which will predict erosion resistance, since
none has been found to predict fatigue strength un.lquely although far
more research has been donc on fatigue than on erosion. ' o
2. In fatigue, the relation between stress anc? en'durance is d.efermme !
by test for each material, and is not expresmblc? in simple ar_\alytlcall f;)‘llr(ml.
Similarly, the relation between impact velocity apd erosion very li ’e‘]y
does not follow any specific law but must be established uniquely for cach
mafrlz]l;;hough erosion is the result of many failures, and some of 'the
statistical scatter found in fatigue data may well average outvm an crosion
test, yet to obtain valid results (or results with calculable conf{dcn'cc llrmtﬁ)
many more data points must be taken and many more r'ep‘hcatlons must
be run than has been customary to date. Related to this is the need to
establish accurately the erosion-versus-exposure curve, zuld to carry out
all tests to corresponding degrees of cumulative erosion if one wants to
draw any quantitative comparisons from them. y
Finally, for further development of the present ‘app.)roa.ch, one W(?}l
have to learn more about the actual sizes or size dlstrlbut19n§ of erosion
fragments and how this affects their individual and S[El(lStJC'al fatlgue
lives under given impact stresses, and to learn more about the dlStrlbUUOZ
of impact intensities and impact areas and how these can be accounte
for by cumulative damage theories.

" Empirical formulas to represent the fatigue S-N relation’s‘hip have been p’ro-
posed and are reviewed by Weibull [45], pages 17‘_#183. I'hese, however, arc
curve-fitting attempts rather than expressions of a physical law.
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APPENDIX

Mathematical Formulation of Model

are[l.eit any surface g{(posgd to erosion be thought of consisting of elementary
ero;liso(or t\;OlL‘I(mCS, 12 Ihglr thickness is considered) whose lifetimes under the
slon attack can be described by a normalized distributi i
Ck € 1 al 1
Thvs, by dotnition bution function f(/).

[rwd=no. ()

and the distribution function f i
e dis or a specific surface area 4, exposc Si
from time t = 0, is thercfore ‘ © exposed to erosion

Fule) = A-f(e)e oo (2)

Since a surface element is lost from the surface when its lifetime is reached
Eq2 can equally well be regarded as a loss-rate function for the area /‘i ’

Equation 2 may be further generalized by stating that the loss rfue .[rom
an area A, , first exposed to erosion at time t = T, , is therealter yghive‘n by

F1<f) = Alf(t - Tl) ................... (3)

erolgfénusvzlug\«lvn:ontsfer_ l‘he original or “'top” surface of a body exposed to
crosie - We (y a ‘e its area to be unity, and every portion of its area is
;crib agﬁ?tls]y exposed to crosion at time ¢ = 0. Thus F(r) adequately de-
fmme?hle e;()los:urz:rte from the top surface. As surface area is eroded, or lost,
oor ]ocatega dr} i.cc, ax; equal area is created, or exposed, at the “second”
v e;osion - mxs f:nc; 1 below t}?e surface xvhere h is assumed the thickness
oF erosion | :I%]lenosf. or conVénlence, the 1h1ckness # will also be assigned
o erteal v:/m g ur(\;%dy on some appropriate scale. In turn, the second-
computing the acte clr(l) e‘ tQ expose a third-level surface, and so on. But, in
eoomize s b L'm( l.os.s‘rates from all of the “undersurfaces,” one must
e s Wecrc ﬁ[:tl.e mncii of s‘urf.ace clements must be measured from the
ey were & e:\ cxp‘(z]sc,d , gnd thc totgl loss rate from all surface elements
eh | _expose \urmg a time increment dT at time T depends on
¢ total area which was first exposed during that time interval,
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Let Y(¢) be the total rate of erosion, from all levels, at time t. This is what
we desire to compute. But Y(#) is, ipso facto, also equal to the rate at which
new surface area is exposed, at-all levels below the. top surface, at time
t. (Strictly speaking, it is proportional to it, but with A = 1.0 it is numerically
equal.)

Thus, the total surface area first exposed during increment 47" at time T
is Y(I) dT, and the loss rate from this area at time ¢ is, by Eq 3,

Folt) = f(0— T)-Y(T)-dl ..o (4)

The total loss rate at time t, from all undersurfaces, is composed of contribu-
tions from all undersurface areas first exposed during all time increments

fromT —0toT = ¢, oOr
¢
[ ste = 1) v(1)-ar
0

The total loss rate or erosion rate, Y(1), is the sum of that from the top
surface and that contributed by all undersurfaces, or

y(r) = f(t) + fo"f(z —TYYT)dT.. ......... (5)

The fact that the contributions from the undersurfaces and from the top
surface from two distinct terms in Eq 5 makes it conveniently possible to
assign a different distribution function for the top surfaces as compared to
all undersurfaces. This is desirable if one wants to reflect the fact that the
top surface has in many ways a different nature and history than the under-
surfaces exposed as a result of erosion. We finally, then, state

13
y(1) = f(0) +]0 gt —T) Y(T) dT. . ... (6)
where:
f() = distribution function for top surface and
g(t) = distribution function for undersurfaces.

For the initial explorations Eq 6 was computer programmed directly, using
Normal distributions for functions f(#) and g(1), normalized over specified
time spans rather than between the limits of plus and minus infinity as sug-
gested by Eq 1.

The formulation of the elaborated model, which keeps track of the area
eroded at each “level,” is described in detail in Appendix A of Ref 46.

The log-Normal frequency distribution function as programmed. for the

elaborated model is:

! (— {log, (t — To) — mlg}
f(t> - o(t — Ty) ’\/17—1; Cxpi 20
This function has the following properties:

T, is a “delay time” which may be introduced to ensure that no failures
occur before t = T, . The mean, or expected value, is

E = T() + em-l'(]/?)ﬂz

The median value is
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M — To + em

The mode, or most probable value, is
P = To + em-vz =

The input may be p_rescrﬁbed in terms of 7, m, and o directly; the latter two
may alsp be prescr.lbed in terms of the equivalent logarithms to base 10, or
in terms of the equivalent real-time quantities 7, = ¢™ and R = ¢° ’
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DISCUSSION

Olive G. Engel* (written discussion)—The picture presented is one of
layers of cclls whose lifctimes are described by statistical distribution
functions. This is a good approach because the general features of the
erosion-rate-versus-time curve can be obtained from a model of this kind.
In my opinion, however, a model based on the real physical picture is
prefcrable because it is more informative.

Let us consider the same picture of a test specimen consisting of layers
of cells. Let us first consider that the test specimen is made of a Jow-
strength brittle material that does not work harden. When drop impinge-
ment begins, the cells of the surface layer contain no cracks. We can
represent them as co-cells, where ¢ represents a cell and the subscript-0
notation indicates that the cell contains no cracks. If the impact energy
delivered by a drop is sufficient to initiate a crack in a surface cell, we can
represent the event in the following way:

Co + e = Cy

! Chemical physicist, Space Power and Propulsion Section, General Electric Co.,
Evendale, Ohio.
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where: ¢ is the energy per unit volume necded tg form a crack in the ma-
terial being considered and ¢y is a cell that contains one crack. ‘

As drop impact is continued, the density gf c,-cells in the surface layer
will increase and the chance that a ¢,-cell will pe struck by another drog
and develop a second crack will become increasingly more probable. This
event can be described as

¢ + e = C2

The co-cells that form contain two cracks; the two cracks may or may 'not
intersect. If the cracks in a co-cell do intersect, itisa c:i“—cell or.a critical
site. This distinction is made because if just one more intersecting crz}ck
should form in a ¢.*-cell in such a way as to completc crack formation
around a triangular piece of the solid, this piece w'lll bre'ak away as an
eroded fragment. The event can be described in the following way:

¥ + ¢ = ¢y + an eroded fragment

The c,-cell which is formed in the foregoing event is composed of the
underlayer material that is exposed when the eroded fragnwent breaks
away. Consequently, the cjection of an eroded fragment &multaneous‘ly
regenerates starting material. The newly exposed.c.ell of underlayer ma-
terial is not exactly the same as a cell of the original surface ﬂ’}at('ll"lﬂl,
however; the angle that the newly exposed surface pr'cscnts to the tmping-
ing drops differs from that presented by the ongm'al surface, and, in
addition, the newly exposed material may contain residual crack en.ds.

The simplified picture of the erosion process presented so f,ar‘ is re-
stricted to consideration of the cracking damage produced by the impact
energy; it has not taken into account the damagcv th.at rcsu}ts from- the
radial flow of the liquid contained in the drops. It is apphcable‘to'zm
erosive environment in which flow is minimized, such as cav1tz.xt|on
erosion produced with use of a magnetostriction oscx}lzxtor, and', with a
little reflection, it can be seen that this simple model is able to }ntﬂpr@t
the characteristic features of curves of erosion rate plotted against time
for data obtained with the use of a magnetostriction oscillator. .

There can be no loss of material until a minimum of three cracks inter-
sect in such a way as to circumscribe a triangular pyramid. Conscquejnﬂy,
there must be an initial period during which no erosion takes place (incu-
bation period). During this period, the density of ¢y-cells, co-cells, and
co*-cells in the surface layer will build up.

When the density of c.*-cells becomes high enough so that the pr.oba—
bility is substantial that one of them will be struck by a drop, there will }lie
a large number of cells that contain one or more cracks. In fz}ct, the
density of c.*-cells will be greater at this time than at any later time be-
cause up to this time there has been no process operating that removers
co*-cells. Consequently, as soon as one of them is hit by a drop and a
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fragment of solid is lost, this event will quite suddenly become a frequent
occurrence, and the rate of erosion plotted against time will exhibit a
sharp rise (accumulation period).

Concomitant with the process of destroying ¢s*-cells by the 10ss of
eroded fragments is the process of regeneration of ¢o-cells as the under-
layer material is exposed. The initial rapid rate of erosion contains a check
against itself which slows it down, since not only are the essential ¢.*-cells
being destroyed but also co-cells are being produced, and these must be
converted to ¢y-cells and then to co*-cells before they can again become
sites of material loss. Consequently, after the first rapid rise, the rate of
erosion will begin to fall off (attenuation period).

The state of a system that is subject to competing processes will pass
through a maximum or a minimum. The rate of erosion plotted against
time will pass through a maximum and then fall until the rate of produc-
ing co*-cells and the rate of destroying them become equal. At this time,
the rate of erosion should be essentially constant (steady-state period).

If we apply this model to a ductile metal, which work hardens to the
point of embrittlement and then cracks, the essential features are the
same but there are some modifications. In the case of a ductile metal, the
fiest drops that impinge produce craters (by plastic flow) rather than
cracks. As the cratering process continues, the surface becomes covered
with craters and new craters are superposed over old craters until the
worked metal becomes brittlec enough to crack. When this point is reached,
the previously described model will operate as for a brittle material until
croded fragments are broken loose. When the underlayer material is
exposed, however, it will have to be work hardened to the point of cm-
brittlement before cracks will form in it to produce new c¢y-cells, co-cells,
and ¢, *-cells. This new feature will result in an oscillation in the curve of
erosion rate plotted against time; it will be particularly evident in the
steady-state period.

What has just been described is the simplest form of the model; it is
restricted to the case where fluid flow of a drop liquid or of a cavitating
liquid is essentially absent. But usually fluid flow occurs, and there are
then two damage-producing attributes of an impinging drop. These arc
(a) the impact pressure that it exerts and (b) the radial flow of the liquid
of the drop.

If the relative impact velocity is sufficiently high, the impact pressure
can produce cracks in the surface of a brittle solid. These cracks are circu-
lar in isotropic solids and polygonal in anisotropic solids which have pre-
ferred cleavage planes. Forces exerted by the radial flow of the drop
liquid bearing against the raised edges of these cracks are able to break
pieces of solid away. This constitutes an erosion mechanism that operates

without the necessity of intersecting cracks and, consequently, occurs
before intersecting cracks are formed. '
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For this reason, the very first drop that strikes the solid w.ith energy
sufficient to crack it may produce erosion lo§s due to the‘ radial flow of
its liquid against the raised edge of the cr.ack it prgduccd. In fact, .cvinudt
impact velocities that are too low to provide sufficient energy to ‘c.racf he
solid, an impinging drop can erode prot;udmg, su.rfacis 1r.regu1ar1ers rom
the solid by the shear stress that its radially ﬂgwmg.hquxd excrt§ whe‘n it
bears against them. In the light of these COl’lSIdCIE.lllODS., there ?‘m be no
zero erosion period (incubation period) where rapid fluid ﬂovy is p.rescnt.

When a low-strength brittle material is croded, the surface is umf,orr.nly
roughened. For a material of this kind, the progress of long-term erosion
will involve the gradual movement of an eroded surface layer through the
thickness of the test specimen. The general surface roughness th'at is pro-
duced as erosion progresses will reduce the rate of erosion, but it appears
that the rate of erosion should eventually become co‘nstant since once
the surface roughness has reached a certain degree of coarseness there
should be little change in this degree of coarseness. o .

The case of a high-strength material is different; it will start to te'ul at
weak spots. When eroded fragments arc ejected' at these spots, r;e51dual
ends of cracks remain. The residual crack ends will go on propagating and
erosion will continue over restricted areas around th.e separate weal.< spots
until pits are formed at thesc spots. The. pits w1ll. dcszpen until the}(
eventually pierce the test plate. For materl?ls of FhlS .kmd, the rate of
erosion can be expected to decrease progressively with time because ther¢
is no evidence to indicate that it should ever reach a steady-state value. It
is possible, however, that a nearly steady value may be reached when ?he
test plate is peppered with deep pits or cven .w1th holes and the sloping
walls of the remaining material between the pits or holes have a roughly
similar angle of inclination. . .

I am currently working on the further development of 1h1.s model of
the crosion process. At this time 1 am only able to share with you .lhc
thoughts about erosion rate and the outline of the model of the erosion
process that are given in the foregoing. 1 hqpe to be able to complete the
model and to present it to you at a future time. ‘ |

F. G. Hammitt? (written discussion)—The author is to b‘e co.ngratulaFed
for this clear and comprehensive summary of the prc§ent situation relating
to damage rate versus test duration effects in cayxtatlon an'd }mpmgcment
erosion, as well as for his very original and significant St:at]SthZﬂ modﬂ of
the erosion process when fatigue is the predominant fctllure mechams.n.l};
It is very interesting to note that all the various rate-gme curves whic
have been observed experimentally can be explained without reference to
the effect of accumulated damage on the flow pattern and hence' upon the
cavitation regime. Tn my opinion, however, this latter effect is of sub-

2 Nuclear Engineering Dept., The University of Michigan, Ann Arbor, Mich,
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stantial importance in most cases, and hence should somehow also be in-
cluded in a predicting model.
Very qualitatively, it seems to me that all the observed rate-time curves,
including those showing scveral maxima and minima, can also be ex-
plained simply on the basis of flow-pattern changes through the effect of
accumulated damage. In given situations, these changes are capable of
both triggering local cavitation which will then spread the damage region
and increase damage rates in a generally unpredictable manner and of
protecting the surface by attenuating the cavitation shocks imposed on the
surface through increasing distance from the cavitating region as the
damage in a given region becomes substantial, or both. In various situa-
tions, there are also numerous other mechanisms which might be men-
_tioned which are capable of either increasing or decreasing damage. Hence,
it would seem to me that the feedback between accumulated damage and
the flow pattern is capable of increasing, decreasing, or maintaining con-
stant damage rates, depending upon which of the mechanisms predomi-
nates at the moment. Since the dominant mechanism may change as dam-
age proceeds, it is conceivable that maxima and minima may be generated
in the rate curve by these flow effects as well as by the fatigue statistics
discussed in the paper.

D. Pearson® (written discussion)—Within Central Electricity and Gen-
erating Board (CEGB), erosion results have been reported as cumulative
mass loss plotted against time. In the published form, such data canpot
be differentiated accurately, and in Fig. 17 I have plotted the mean
rate of mass loss between weighings against time for a pair of specimens
exposed to the same conditions. The points are not a close fit to any smooth
curve, and this must result in the interpretation being influenced by per-
sonal opinion, though the results would seem more consistent with Fig. 2,
rather than Fig. 1 of the paper.

A major problem in erosion research is to determine the relative im-
portance of the following on the detail shape of the observed erosion mass

loss—time curve:

1. inconsistency in test machine performance,

2. the effect of the material being detached in finite-size pieces,

3. inconsistencies in erosion resistance between specimens made from
the same batch of material, and

4. genuine variations in erosion rate as erosion progresses.

The author is only interested in the last, but it cannot be distinguished
from the other three spurious causes using the test results for a single
specimen. Results are required for many specimens of one material tested
using the same nominal conditions (however, to permit Effects 1 and 4 to
be separated, the specimens should not all be eroded together).

s Central Electricity and Generating Board, Research and Development Dept.,
Marchwood Engineering Laboratories, Marchwood, Southhampton, Hants, Eng-

land.
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Has the author obtained any such data, and has he been able to analyze
these data to determine the shape of the true erosion curve?

J. M. Hobbs* (written discussion)—Mr. Heymann’s excellent paper
has gone a long way toward explaining the effects of time on erosion rate
but seems to have painted a rather gloomy picture of the present state of
the art.

According to Mr. Heymann, it is still apparently a matter of opinion
whether any steady-state value of erosion rate has a definite significance.
Surely, even though the maximum erosion rate is nothing but “the ‘deluge’
of erosion fragments from the top surface layer,” the same is true under
field conditions. Thus in any test, provided that the maximum erosion
rate is maintained for sufficient time to indicate that the scatter in the
lifetimes of individual particles is evenly distributed, it could be used
for comparative rating of materials. This would seem to be preferable to
the time required to attain some specified mean depth of penctration,
observing that the latter method is sensitive to surface conditions and
would therefore necessitate extreme care in specimen preparation.

On the subject of correlations of incubation periods with fatigue limits,
I would agree that this approach is hardly logical, but add that in some
cases it is unavoidable. Tn liquid impact tests it is possible to vary the im-
pact velocity and the number of impacts corresponding to the incubation
time at each velocity. Thus for different materials it is possible to derive
some threshold or endurance limits of velocity which can be correlated with
their respective fatigue endurance limits.

It is not possible in any standard vibratory cavitation erosion test to
vary the stresses caused by cavity collapse, and hence tests must be con-
ducted with a nominally fixed stress system. To correlate the incubation
periods of different materials, fatigue lives of the same sct of materials
would have to be determined all at the same stress. This would be im-
practicable for more than a very limited range of materials, as a stress
equal to the endurance limit of a strong material may well be greater than
the yield stress of a weaker one.

Hence, in this type of test for comparison of the behavior of different
materials there is little choice but to use fatigue endurance limit on the
one hand and some function of either the incubation period or the erosion
rate on the other.

R. [. Armstrong® (written discussion)—Mr. Heymann is to be compli-
mented on his lucid review which provides some clarification of ideas on
the reasons for variations in erosion rate with time. His digital analog of
the erosion process, which, while it might appear to be oversimplified,
does result in similar curves to those obtained from tests.

*Properties of Fluids Div., National Engincering Laboratory, East Kilbride,
Glasgow, Scotland.

® Research and Development Div., C. A. Parsons and Co., Lid., Newcastle upon
Tyne, England.
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Accepting that Mr. Heymann’s first models are tentative onl?r, doubt
remains whether his computed rate-time curves (for e;xample, Fig. 10 of
the paper) are consistent with experimpntal observ:atxpns mgnd.e: at'C. A.
Parsons and quoted by Mr. Heymann in §upport of his thf:sm in Fig. 11.
It must be granted that there is a superficial resemblance In th.e shape Qf
the curves, but this similarity brcaks.down when an attcmpt is made to
apply the basic premisc of the thcorepcal curves to Fhe experimental ones.
Mr. Heymann’s premise is that one simple dxstrll?Llllon curve si’x’ould serve
for all sources of scatter on the “lifetimes of erosion fragments.” In conse-

el T B

quence, the time taken to reach the first pe'iak (time = 1 in Fig. 10' of the
paper) is given by the mode of the distribution .CUFVC..VICWC(‘]. in this way,
the first peak in the erosion rate time curve 1s, as Mr. Heymann aptlz
describes, “a deluge of erosion fragments from the top sglrfzace lz.lyer.

This breaking up of the surface is readily obsc-?rvable by microscopic ex-
amination. Therefore, to check the applicability of the model, the time

FIG. 18—Appearance of 18W-6Cr-0.7C tool steel after 2-hr erosion test on
the polished surface (X360).
taken for significant break up of the surface must bp compared w:th_the
time taken to reach maximum erosion rate, these being presumed equiva-
lent. From Fig. 11 of the paper, the time to maximum rate for tool steel
is about 35 hr, which is typical of the current tests at C. A. Parsons. How-
ever, photographs of tool steel specimens eroded in current testsl fgg
only 2 hr (Fig. 18) show the top surface to have .rea'ched a stage of rapi
disintegration, the amount of material lost by this time being only about
2 per cent of that lost in 35-hr test. ‘ ~

The observed increasing rate, which follows and which h.as been shown
previously to be by no means coincident with disintegration of the top
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suface layer, must cither be the result of a more rapid production of
particles from the subsurface layers or of an increased size of fragment.
No evidence for the latter has so far been discovered at C. A. Parsons
where stercoscopic microexamination of eroded surfaces with comparison
photographs at successive stages have been used to detect such fragmenta-
tion. A limited number of actual measurements of pit depth changes and
of eroded particles collected by the specimen guard rings have also failed
to reveal the presence of materially larger fragments. While this evidence
is of a negative nature and the loss of larger particles may still have oc-
curred undetected, it appears more likely that inéreasing numbers of
smaller particles are actually produced. The explanation should then

FIG. 19—Unetched section through an' undercut erosion pit in ISW-6Cr-0.7C
tool steel after 100-hr test (X160).

be in terms of factors which can produce equivalent increases in the rate of
fatigue damage. These are surely tied up with surface geometry, for ex-
ample, Mr. Heymann in Part I of his paper suggests that the damage rate
would be increased by the development of irregularities smaller than the
impinging droplets and reduced where the scale of roughness is larger
than the droplet size (Fig. 8 of the paper). The occurrence of considerable
undercutting in Parsons’ impingement tests, Fig. 19, suggests that sec-
ondary water flow effects are responsible, such as Bowden and Brunton
have postulated in Refs 79 and 20 of the paper. The tensile loading es-
sential to produce fatigue would be more readily obtained in this manner.

F. J. Heymann (author)—The discussion is gratifying and has served
to put the statistical model into a clearer perspective and to throw more
light on some of its limitations.

s
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It is encouraging to see that Dr. Engel has been thinking along some-
what similar lines, and [ am grateful that she has given us her early
thoughts in some detail. She has examined and modeled the actual physi-
cal occurrences more specifically than 1 have dared to do. What I haye
proposed is a phenomenological model in the sense that it can predict
consequences whose real physical causes are much more intricate than
the model explicitly admits. This is useful up to a point, in that it may
show what significance statistical properties of the material and of the
erosive environment do have for the erosion-time relationship, without
requiring a precise or quantitative knowledge of the physical progress (?f
damage leading to material loss. If one secks to develop a more r;allstlc
model based explicitly on the physical processes believed to be going on,
one treads on much more dangerous ground. But this, eventually, has to
be done and surely there are few people better acquainted with this
ground than is Dr. Engel, or more qualified than she to lead. the way
over it.

I should like to take up Mr. Pearson’s comments next. There can be
no doubt that the factors which he lists play a role, but I do not agree
that I am interested only in the last or that all the others are “spurious
causes.” It is, in fact, part of my thesis that such factors as random (n'ot,
of course, systematic) fluctuations in test machine performance, the size
distribution of erosion fragments, and strength variations within the ma-
terial, all could help mold the shape of the erosion-time curve and could
affect the maximum erosion rate, independently of the eventual steady-
state ratc which may be determined mainly by the average conditions.
1 do not believe, therefore, that it is meaningful to talk of a “true” erosion
curve from which these effects are subtracted, although it would certainly
be instructive to be able to separate and evaluate the various influences.
To answer Mr. Pearson’s question, we have not made any experiments
with this objective, and I must admit that at present we hav¢ no test fa-
cility which is controllable enough to permit it to be donc. Mr. Pearson’s
graph (Fig. 17) is very interesting in that both curves show the same
fluctuations. As I understand it, they represent two specimens exposed
simultaneously in the same test rig; thus, the fluctuations could be dut_: to
slightly different conditions during the various runs, though one might
then have expected greater fluctuations during the rising portion of th‘e
curve (accumulation or acceleration stage). It may therefore be appropri-
ate to recall Dr. Engel’s comment that oscillations “will be particularly
evident in the steady-state period.”

1 certainly cannot dispute Professor Hammitt’s point that ﬂow‘—pattem
changes due to accumulated damage will surely affect the erosion rate
and could explain many rate-time patterns. In Part I of the paper I hav.c,
in fact, referred to a report by Hammitt et al which discusses this in detail.
What intrigued me, however, was the similarity between the com.moply
observed rate-time behavior in impingement erosion and in cavitation




110 EROSION BY CAVITATION OR IMPINGEMENT

erosion, which occur in very different flow regimes. It would seem to be
a great coincidence if this behavior were entirely due to feedback of the
surface geometry on the flow patterns. I feel sure that both statistical
effects and flow effects must play some role in all of the erosion régimes;
however, which of these is predominant or what their relative importance
is in any particular erosion regime, this is a question which awaits answers.

Mr. Armstrong’s discussion is a contribution toward this.His observa-
tions are valuable and undeniably constitute evidence for attributing the
shape of Fig. 11 more to geometry effects. Another significant difference
between Figs. 10 and 11 is that in the former the peaks occur at about
equal time intervals from the beginning of exposure, whereas in the latter
the time at the second peak is about four times the time at the first peak.
Mr. Armstrong’s last two sentences corroborate the last paragraph in the
section on “Effect of Surface Condition” in Part I of the paper. It would be
good if the effects of surface geometry could somehow be incorporated
into the mathematical model, but I have not so far been able to devise a
convincing way of doing that.

Lastly, as Dr. Hobbs points out, the practical necessity of using erosion
test data for comparative or predictive purposes remains and cannot be
bypassed. I am not entirely happy with any of the criteria which have been
proposed, including the one tentatively suggested in this paper and com-
mented on by Dr. Hobbs. However, if the original surface preparation
greatly affects the time to reach a given depth of erosion in a test, then
the same would be true in actual scrvice, provided the specified depth
of erosion is the same in each case. Thus, it would seem to be more real-
istic to include this effect than to try to evade it. The problem is that the
total testing time to obtain the specified depth of erosion may, of course, be
very long for a good material. If, on the other hand, the specified depth
of erosion for the: test is chosen to be much less than that tolerable in
service, then T do not believe that accurate predictions can be made from
the test results toward service performance. If that is being “gloomy” then
I must confess :to it, but corresponding conclusions have had to be
accepted in fatigue and creep testing.

With respect to the determination of velocity thresholds or endurance
limits and their correlation with fatigue endurance limits, this. 1 agree
is sound in principle, but there is probably also a size effect which makes
the velocity threshold a function of drop or jet diameter. The results of
Refs 4, 10, and 32, among others, suggest this quite strongly.

In summary, I am grateful for the interest evidenced and the thoughts
presented by the discussors. I believe that the statistical effects must be
present, and even if it can be shown that they are overshadowed by other
effects something will have been learned.




