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Abstract

The past, present and future of phase diagram calculations for multicomponent alloys are
reviewed and assessed. The pioneering studies of Van Laar and Meijering in the first half of
the 20th century led to the use of phase equilibrium information as a supplement to single

phase thermodynamic property data in these calculations. The phenomenological modeling or
the Calphad approach is the primary focus of this review due primarily to its great success in
calculating multicomponent phase diagrams for technological applications. In this approach,

thermodynamic descriptions of multicomponent alloys are obtained by appropriate extra-
polations of descriptions obtained for the lower order systems, viz., the constituent binaries
and ternaries. Some shortcomings of the Calphad route to obtaining phase diagrams are
pointed out. These include (a) the inability of first generation software to always auto-

matically calculate the stable phase diagram of a system given a thermodynamic description
and (b) the use of some inappropriate thermodynamic models, particularly those used for
ordered phases. The availability of second generation software eliminates the first short-

coming and a physically more realistic model, the cluster/site approximation, has been for-
mulated which is more suitable for describing the thermodynamics of ordered alloys. The
results obtained to-date using the new software and the new model open up new avenues for

calculating more reliable multicomponent phase diagrams for technological applications.
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1. Introduction

Phase diagrams are the foundation in performing basic materials research in such
fields as solidification, crystal growth, joining, solid-state reaction, phase transfor-
mation, oxidation, etc. On the other hand, a phase diagram also serves as a road
map for materials design and process optimization since it is the starting point in the
manipulation of processing variables to achieve the desired microstructures. Until
the last decade of the 20th century, phase diagrams were determined primarily by
meticulous and costly experimentation. While this approach has been both feasible
and necessary for determining phase equilibria of binaries and those of ternaries
over limited compositional regions, it is nearly impossible to obtain phase diagrams
of ternary and higher order systems over wide ranges of compositions and tem-
peratures. Yet, most if not all real alloys are multicomponent, often more than ten.
One of the real challenges in this field has been and still is to use an alternate
approach to obtain multicomponent phase diagrams. Although significant progress
has been made in the attempt to calculate alloy energies at 0 K and then phase dia-
grams by ab initio methods, this approach is unlikely to be successful from a tech-
nological viewpoint in the foreseeable future. This is due the difficulties in trying to
calculate the high temperature alloy thermodynamic properties with the required
accuracy [1] even for binary not mentioning higher order alloys. In this paper, we
focus our effort primarily on the phenomenological or Calphad route to calculating
phase diagrams for systems of primary interest to materials scientists and engineers.
The essence of the Calphad route is to obtain the parameters of thermodynamic
Contents

1. Introduction ....................................................................................................................314

2. Success achieved using the calphad route to obtain multicomponent phase diagrams ...317

3. Some shortcomings of the Calphad route in calculating phase diagrams .......................323
3.1. Shortcoming of the first generation software .........................................................323

3.2. Some shortcomings of the solution models used for ordered phases .....................325

4. The future in phase diagram calculation.........................................................................330

4.1. An improved and realistic methodology for calculating phase diagrams in the
realm of the Calphad approach..............................................................................330

4.2. Importance of thermodynamic descriptions in predicting the microstructural

evolution during processing of materials: the ultimate goal in predicting the
mechanical and functional behavior of materials ...................................................337

5. Conclusion ......................................................................................................................341

Acknowledgements...............................................................................................................342

References ............................................................................................................................342
314 Y.A. Chang et al. / Progress in Materials Science 49 (2004) 313–345



models for the Gibbs energies of the constituent phases in the lower order systems,
binaries and ternaries, in terms of known thermodynamic and phase equilibrium
data. We can then obtain the Gibbs energies of multicomponent alloy phases from
those of the lower order systems via an extrapolation method [2]. These Gibbs
energy values enable us to calculate reliable multicomponent phase diagrams in
many instances. Experimental work is then only required for confirmatory purposes
and not for the determination of the whole diagrams.
Phase diagram calculation was initiated nearly a century ago by Van Laar [3,4].

Using ideal and regular solution models, he calculated a large number of prototype
binary phase diagrams with different topological features. Van Laar demonstrated
the relationship of the characteristic features of a binary phase diagram in terms of
the relative thermodynamic stabilities of the phases involved. Nearly half a century
later, Meijering extended the work of Van Laar to higher order systems. Using also
the regular solution model, Meijering calculated phase diagrams of mostly prototype
ternaries exhibiting different topological features in terms of the thermodynamic
stabilities of the phases involved [5–9]. The work of these two researchers has made
an important contribution to understanding the phase equilibria of alloys as related
to the thermodynamic stabilities of the alloy phases in question.
In the intervening years, alloy thermodynamics researchers began to incorporate

phase equilibrium data in a limited manner to assist in the evaluation of the ther-
modynamic properties of alloys. Monographs by Kubaschewski [10,11], Hultgren
[12,13] and Brewer [14] summarize these attempts. Even though these books were
published in the period from the early 1960s to the 1980s, these researchers had
initiated and adopted this approach in thermodynamic assessment as early as the
1950s. Subsequent to the publication of these monographs, alloy thermodynamics
researchers began to calculate phase diagrams of real alloy systems, mostly binaries,
first using calculating machines and then computers with software developed by
themselves [15–32]. Among all these investigators, Dr. L. Kaufman was the one who
used computers to systematically calculate phase diagrams for a large number of real
alloy binaries and some ternaries. He used rather simple solution models to describe
the alloy phases and was able to calculate phase diagrams of many systems for prac-
tical utility. He and his co-worker, Dr. H. Bernstein, summarized many of their pub-
lished results in a monograph, ‘‘Computer Calculation of Phase Diagrams’’ [17].
However, it was not until the middle to late 1980s, when a number of phase dia-

gram calculation software packages became available, that phase diagram calcula-
tion of complex binaries and higher order systems became feasible. Such software
includes the Lukas program [22], ThermoCalc [33], ChemSage [34], FACT [35], and
MTDATA [36]. We will in the present paper refer to these programs as the first
generation software for phase diagram calculation. With the development of these
software packages, more realistic models were formulated for ordered phases
[37–42]. These models were all based on the Bragg–Williams approximation [43–45]
and can be shown to be mathematically equivalent under certain conditions [42]. It
is worth noting that it is always possible to transform the parameters from a model
formalism which possesses more constraints to one with fewer constraints, but not
the reverse. For instance, it is possible to transform the model parameters of a
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formalism based on the bond energy model to the compound energy formalism but
not the reverse [42].
Nevertheless, in view of the need for model compatibility in the development of

thermodynamic descriptions for multicomponent alloy systems, most of the soft-
ware programs have adopted the compound energy formalism [37], originally used
in ThermoCalc, for ordered phases. Since the Bragg–Williams model does not take
into consideration any short range ordering in the lattice, it is thus not able to describe
the order/disorder transition, such as � 0=� transformation in (Ni, Al) alloys. As a
result, prototype coherent phase diagrams, such as the fcc coherent phase diagram in
the Ni–Al system, cannot be correctly produced using such a model, the disordered
and ordered phases having to be modeled separately to achieve the desired result.
Even though this is not so important in understanding the stable phase equilibria, it is
critical for studying the kinetics of phase transformation as well as the formation of
metastable phases, which often occurs with modern processing tools. We will, in a
later section, elaborate on this shortcoming as well as others and offer an alternate
approach to resolve this dilemma for cases like � and � 0 in Ni–Al alloys.
It is evident from the above discussion that availability of phase diagram calcula-

tion software has been instrumental in advancing progress made in this field. In spite
of the tremendous advances made in the last decade, serious shortcomings of the
first generation software have become evident [46]. This is due to the fact that the
algorithms used in calculating phase diagrams were based on local function mini-
mization routines. Unless reliable starting points are provided, either by some sepa-
rate algorithm or by the user inputting appropriate starting points, this kind of
software can lead to the calculation of a metastable phase diagram for the model
parameters used. This occurs when the Gibbs energy of a phase exhibits multiple
minima, such as a phase with a miscibility gap or an ordered phase. For the ordered
phases, a local minimizer requires good initial values for the sublattice species dis-
tributions in order to obtain the stable equilibria. Indeed it is not surprising that
some of the published calculated phase diagrams are metastable with respect to the
authors’ model parameters as reported for the first time by Chen et al. [46]. These
problems were revealed by these authors who used a second generation software
package, PANDAT, to do the calculations [47]. All these mistakes were made for
binaries whose phase diagrams are known. Clearly, this does not place great con-
fidence in using such software for calculations on multicomponent systems where
the phase diagram is not previously known. Recognizing the shortcomings of the
first generation software, Chen et al. [48,49] began to work on the possibility of the
automatic calculation of stable phase diagrams. Their initial ideas have been suc-
cessfully extended to multicomponent systems in recent years with PANDAT being
the product from this effort. PANDAT was developed based on global optimization
algorithms and always calculates the stable phase diagrams for a given set of ther-
modynamic parameters. No initial values are required to be provided. On the other
hand, the users can always calculate a metastable phase diagram by removing one or
more of the stable phases as they wish! We refer to software like PANDAT as sec-
ond generation software for calculating phase diagrams. Unless noted otherwise, all
calculations presented in this paper have been carried out using PANDAT.
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In the present paper, we classify the time frame of Van Laars [3,4] and Meijeiring’s
pioneering studies [5–9] as ‘‘the earlier period’’, and the phase diagram calculation
research subsequent to the their works to the introduction of the first generation
software as ‘‘the past’’. The period from the first generation software to the intro-
duction of the second generation software as ‘‘the present’’, and the time subsequent
to the introduction of the second generation software as ‘‘the future’’. It is with the
availability of the second generation software that we are able to improve the ther-
modynamic models used for ordered phases in order to minimize the problems
enumerated above.
In the following, we will first highlight the great success made in the Calphad

route in obtaining multicomponent phase diagrams for research and technological
applications in Section 2. Then the shortcomings of the present practice in this
otherwise sound approach, partially due to the use of the first generation software
and partially due to the Bragg-Williams type of formalism used for ordered phases
are presented in Section 3. Next our vision for the future in adopting a more realistic
approach in representing the Gibbs energy of alloy phases and an improved model
for ordered phases; both of which become possible because of the availability of the
second generation software are presented in Section 4. In addition, the use of reli-
ably calculated phase diagram and thermodynamic information for materials
research in allied fields such as solidification, solid-state phase transformation and
reaction, bulk metallic glasses, oxidation et al., as well as technological applications
in materials design and processing simulation is also discussed in Section 4. Finally,
the conclusions are given in Section 5.
2. Success achieved using the calphad route to obtain multicomponent phase diagrams

Fig. 1 shows the phenomenological route in calculating phase diagrams of a
multicomponent alloy system. In essence, thermodynamic descriptions of the con-
stituent lower order systems, normally binaries and ternaries, are obtained based on
experimental and ‘‘first principles’’ total energy information and phase equilibrium
data. The term ‘‘thermodynamic description’’ means that a set of thermodynamic
models with parameters for phases in a system are obtained so that not only thermo-
dynamic properties of the phases but also phase diagrams of the system can be calcu-
lated. However, once descriptions for the lower order systems are known, it is possible
in many cases to obtain thermodynamic descriptions of the higher order systems by
using an extrapolation method so that phase diagrams of the multicomponent system
can be calculated. Although there are a number of such geometrical methods to make
these extrapolations [2], the most often used one is that due toMuggianu et al. [50]. It is
obvious that the calculated multicomponent phase diagrams must be verified by key
experiments, but the amount of experimental efforts involved is insignificant comparing
to the traditional approach using exclusively experimental determination. For the rare
cases when quaternary phases do exist in systems such as some of the quaternary alu-
minum alloys [51–53], optimization of model parameters for the quaternary phases in
question is necessary. However, the amount of effort involved is minimum normally.
Y.A. Chang et al. / Progress in Materials Science 49 (2004) 313–345 317



In the following, we will present three examples to show the successful aspect of
Calphad approach, one is for the Ti–Zr–Cu–Ni system and the others are for sub-
systems of a multicomponent aluminum alloy system [54]. It is worthwhile noting at
this point that phase equilibria are governed by the relative Gibbs energies of the
phases in question. It is not uncommon that changes even as small as 50 J (mol)�1

(we will always use ‘‘mol’’ to mean one mole of atoms unless indicated otherwise)
can make a significant shift in the calculated equilibria. This means that accurate
phase equilibrium data are always needed for the lower order systems in order to
obtain reliable thermodynamic descriptions. In many cases, neither experimental nor
‘‘first principles’’ calculated energy or enthalpy values are accurate enough to dif-
ferentiate which of the different possible phase equilibria is the stable one. This
means that thermodynamic information combining with phase equilibrium data are
needed to obtain a thermodynamic description.
Yan et al. [55] obtained a thermodynamic description for the quaternary Zr–Ti–

Cu–Ni system by extrapolation based on the descriptions of the constituent binaries
and ternaries. Although there is no direct experimental phase equilibrium data for
this quaternary, the calculated compositions of the low-lying liquidus surfaces,
which should exhibit tendencies for glass formation, are in accord with the experi-
mental findings of Lin and Johnson [56]. It is well known that the formation of
glasses occurs at compositions with deep eutectics. One such classical example is a
Fig. 1. The Calphad or phenomenological approach used to obtain a thermodynamic description of a

multicomponent system.
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soda silicate glass with a composition of 76 mol% SiO2; and this composition is a
eutectic point in the pseudobinary Na2O–SiO2 [57]. For a higher order system,
potential compositions exhibiting great tendencies for glass formation must corre-
spond to alloy compositions on the low-lying liquidus surfaces. For this quaternary,
Yan et al. [55] calculated the temperatures for the five-phase invariant equilibria
with one of these phases being liquid. They then calculated the compositions of the
liquid at these invariant equilibria. The calculated compositions of these liquids at 18
such invariant equilibria are shown in Fig. 2. Also shown in this figure are the alloy
compositions found experimentally by Lin and Johnson for bulk metallic glass for-
mation [56]. Indeed it is surprising that the compositions of the model-calculated
liquid alloys at these invariant equilibria fall in the same two compositional regimes
found experimentally for glass formation. It is reasonable to conclude that the
obtained thermodynamic description for this quaternary is acceptable.
Fig. 3 shows a calculated isopleth in terms of T versus xZn for six component Al

alloys Al-Zn-0.095Fe-1.28Mg-0.091Mn-0.079Si with the compositions given in at%.
This calculation was made using a recently developed thermodynamic database for
14 component aluminum alloys [54]. Three key quaternaries in this multicomponent
alloy system, Al–Cu–Mg–Zn, Al–Cu–Mg–Si and Al–Fe–Mg–Si, which exhibit new
quaternary phases have been thermodynamically modeled [51–53]. Moreover, the
validity of this thermodynamic database has been evaluated not only in terms of
Fig. 2. Comparison of the thermodynamically predicted compositions of quaternary Zr–Ti–Cu–Ni liquid

alloys at the five-phase invariant equilibria with those determined experimentally for bulk glass formation

by Lin and Johnson [56].
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known phase diagram data but also with results obtained from directional solidifi-
cation experiments to be presented later in this paper. Since most of the experi-
mental data used to obtain the thermodynamic description are for Al-rich alloys, the
reliability of the calculated isopleth shown in Fig. 3 is obviously better with com-
positions rich in Al. It should be noted that this figure displays a miscibility that is
easily overlooked using a first generation software. This is particularly true since it
is an isopleth of six component alloys. For such a complex multicomponent system,
it is indeed difficult for a user to realize the existence of a miscibility gap prior to
calculating a phase diagram using a first generation software!
In addition, we present two calculated liquidus projections, one for ternary Al–

Cu–Mg and the other for quaternary Al–Cu–Mg–Zn as shown in Figs. 4 and 5
respectively. Representations of the liquidus projection follow the format of Chang
and co-workers [58–60] adopting the notations of Rhine [61]. A liquidus projection
of Al-rich Al–Cu–Mg alloys is presented in Fig. 4. The traces of the liquidus valley,
i.e. the monovariant equilibria, are plotted as well as isothermal contours at 20 �C
interval. The primary phases of crystallization are given on each side of the traces of
these valleys. As shown in this figure, there are several invariant four-phase equilibria
of type I and type II denoted as I1, I2 and II1 etc. and two saddle points denoted as s1
and s2. A similar liquidus projection is presented in Fig. 5(a) for the Al-rich region of
the quaternary Al–Cu–Mg–Zn system and a reaction scheme is presented as Fig. 5(b).
Whilst it is straightforward to visualize the liquidus projection of a ternary such as
that shown in Fig. 4, it is more difficult to visualize that for a quaternary as shown in
Fig. 3. A calculated isopleth of Al-Zn-0.095Fe-1.28Mg-0.091Mn-0.029Si (in at.% of the component

elements).
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Fig. 5(a). However, the reaction sequence in Fig. 5(b) helps us to comprehend the
liquidus projection shown in Fig. 5(a). In order to differentiate the difference
between the traces of the three-phase monovariant equilibria in ternaries from the
four-phase monovariant equilibria in the quaternary Al–Cu–Mg–Zn system, differ-
ent colors are used, blue for the ternary and red for the quaternary monovariant
equilibria. In contrast to the four-phase invariant equilibria in ternaries, the five-
phase invariant equilibria in the quaternary are denoted as II1(q) and the saddle
point as s1(q) respectively. As shown in Fig. 5(a), the ternary eutectic I1, i.e.
L+(Al)+�+S, extends into the quaternary space, intersecting three other four-
phase equilibria, i.e. L+S+�+�, L+(Al)+S+�, and L+(Al)+�+�, to form
a type II five-phase invariant equilibrium, Lþ S !

467:1C
Alð Þ þ � þ �. The three four-

phase equilibria above the five-phase invariant reaction are shown in Fig. 5(a) with
arrows pointing downward in temperature toward the five-phase invariant equili-
brium while the 4th four-phase equilibrium is shown with an arrow pointing down-
ward away from the invariant equilibrium. The other four-phase equilibrium below
the invariant reaction is (Al)+�+S+� with all of the phases being solid. One may
raise the question where the four-phase equilibrium, L+S+�+� originates. The
reaction sequence shown in Fig. 5b provides the answer; this four-phase equilibrium
comes from II1, II2 and II3 in Al–Cu–Mg (see Fig. 4) through another five-phase
invariant reaction III1(q). If all the traces for these liquidus valleys are plotted in
Fig. 4. A calculated liquidus projection of Al-rich corner of the Al–Cu–Mg system.
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Fig. 5. (a) A calculated liquidus projection of Al-rich corner of the quaternary Al–Cu–Mg–Zn system.

The blues lines are the traces of the ternary liquidus valleys (viz. the liquid in equilibrium with two solid

phases) and the red lines are those of the quaternary liquidus valleys (viz. the liquid in equilibrium with

three solid phases). The four-phase equilibrium, L+S+�+�, originates from ternary Al–Cu–Mg as

shown in Fig. 5(b). (b) Reaction scheme for the Al-rich quaternary Al–Cu–Mg–Zn system.
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Fig. 5(a), this figure would become too busy for visualization. This liquidus projec-
tion presented in Fig. 5(a) will be used as a reference for a calculated solidification
path of a quaternary Al-rich (Al,Cu,Mg,Zn) alloy to be presented later in this paper
as Fig. 20.
3. Some shortcomings of the Calphad route in calculating phase diagrams

In spite of the great strides made in the Calphad route to obtaining phase dia-
grams as noted in the last section, there remain obvious shortcomings. Some of these
shortcomings are (1) the inability of the first generation software to reliably calculate
the stable phase diagram of an alloy system and (2) the inadequacy of the thermo-
dynamic models currently used by the Calphad community for ordered phases. In
the following, we will first present several examples to illustrate these shortcomings
and then present an alternative for improving the methodology currently used in the
Calphad approach.

3.1. Shortcoming of the first generation software

Since the first generation software uses local optimization algorithms, there is no
guarantee that the stable phase diagram will be calculated given a thermodynamic
description, or a set of thermodynamic model with parameters, unless the user
always inputs the appropriate initial values. However, some of the software men-
tioned earlier, such as ChemSage and MTDATA, appear to have developed algo-
rithms which eliminate the need for user supplied initial values. As an example
shown in Fig. 6, the Gibbs energy for one of the two phases, viz. �, has a double
minima because this phase separates into two phases with the same crystal structure
but different compositions at low temperatures. In other words, a miscibility gap
forms. These two phases are designated as �0 and �00 as shown in Fig. 6. This means
that three possible phase equilibria may exist between them, i.e. �0+ �00, �0+�, and
�00+�. But only one of them corresponds to the stable equilibrium, viz. �00+�. The
situation is more complex when a Bragg–Williams type of sublattice model is used
for an ordered phase. When this is the case, the first generation software would
depend on the user providing appropriate sublattice species concentrations to cal-
culate the stable phase equilibria, otherwise a metastable phase diagram may be
calculated. The user is normally satisfied when the calculated diagram agrees with
the experimental one and does not give any consideration to the possibility that the
calculated phase diagram may be a metastable one or may only be part of the whole
diagram with respect to the model parameters used. These problems were not
revealed until the second generation software such as WinPhad [62] and PANDAT
[47] became available. These software programs automatically calculate the stable
phase diagram as the default without the necessity of the user providing any initial
values. Chen et al. [46] have presented numerous cases that the stable phase dia-
grams calculated by WinPhad and PANDAT using the authors’ published para-
meters do not correspond to the diagrams calculated by the authors. Had they
Y.A. Chang et al. / Progress in Materials Science 49 (2004) 313–345 323



selected initial values at different temperatures and compositions, they might have
found that their calculated equilibria are indeed metastable not the stable ones. They
would then have to go back to re-optimize their model parameters for the system
they are trying to assess. It thus seems a blessing that the second generation software
is now available and always gives the stable phase diagrams for a given a set of
thermodynamic parameters. Indeed when developing thermodynamic databases for
several alloy systems such as that for Ni-base superalloys using PANDAT and
WinPhad, Zhang [63] found many published binary descriptions which do not yield
phase diagrams in agreement with the experimental one. She then had to re-optimize
the model parameters for the binaries so that reliable databases for the multi-
component system could be established. Since binaries are the foundation of any
multicomponent system, any incorrect or inappropriate binary model parameters
may cause serious problems to the multicomponent database.
In general, three types of unintended phase equilibria are obtained using published

binary thermodynamic descriptions. They are inverted miscibility gaps in the liquid
phase at high temperatures, the unwanted existence of ordered phases according to
the model parameters which were missed in the original calculations, and phases
which are stable at low temperatures again becoming stable at higher temperatures.
The inverted miscibility gaps appear in the liquid phase with a critical point at low
temperature and undergoes phase separation at higher temperatures is shown in Fig. 7
for Sn–Zr [64]. This is due to the unusually large negative entropy used to describe the
liquid phase, which makes the Gibbs energy values more positive as the temperature
increases. Had these experienced assessors had a second generation software at their
disposal, they would have discovered this problem immediately and fixed it accord-
ingly. Two other examples are given in Figs. 8 and 9. In Fig. 8, a low-temperature
Fig. 6. Gibbs energies of � and � as a function of composition at constant T and p with � exhibiting

phase separation. There are three possible phase equilibria but only one of them corresponds to the stable

one, viz. �+�00.
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phase Ni3Ti becomes stable again at higher temperatures, and in Fig. 9, bcc-B2
phase appears at approximately 50–60 at.% Nb at low temperatures where it is not
supposed to be stable at all.

3.2. Some shortcomings of the solution models used for ordered phases

Although several solution formalisms have been used for ordered phases in
Calphad calculations, all of them are based on the Bragg–Williams approximation.
The most commonly used formalism is the compound energy formalism (CEF)
developed by Hillert and co-workers [37,65–67,38]. Since this formalism was
adopted in ThermCalc [33], it soon became the de facto formalism for describing the
thermodynamics of the ordered phase because of the need for model compatibility
when extending thermodynamic descriptions from lower order to higher order
multicomponent systems. The Gibbs energy of this class of phases at constant p and
T is given below for a two-sublattice model as,
Gord ¼
X

y ið Þ
p y jð Þ

q G p:qð Þ þ RT
X

fiy
ið Þ
p lny ið Þ

p þ
X

y ið Þ
p y ið Þ

q y jð Þ
r

X
k

L
kð Þ

p;q:rð Þ

	 y ið Þ
p � y ið Þ

q

� �k
ð1Þ
Fig. 7. A Sn–Zr phase diagram calculated using a thermodynamic description published in the literature

[64]. The existence of an inverse miscibility in the liquid was overlooked by the authors who used a first

generation phase diagram calculation software.
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where Gord is the Gibbs energy expressed as a function of the sublattice species
concentrations. The first term on the RHS of the above equation is the reference
state Gibbs energy, the second term is the ideal entropy of mixing on the sublattices
and the last term is the excess term, accounting for deviations from ideal behavior.
More complicated excess terms have been used sometimes. The quantities R and T
are the gas constant and absolute temperature, the y’s are the mole fractions of
species on a specific sublattice, fi is fraction of a specific sublattice within the crystal,
and L(p,q:r)’s are model parameters. The superscripts (i), (j) specify the sublattice in
question and the subscripts p and q the species on the sublattice. It is important to
point out that each term in Eq. (1) is a function of the sublattice species concen-
tration, which means the Gibbs energy of the ordered phase is completely config-
urational dependent. We believe that some of the difficulties in describing the
thermodynamics of the ordered phases in current practice, to be pointed out later, is
due to this formulation to account for the thermodynamic behavior of ordered
phases. Too many parameters are needed to describe the experimental data within
the compositional and temperature regimes where the phase equilibria are stable.
Further, when making extrapolations of the Gibbs energies to metastable regions,
unrealistic results are often obtained.
Fig. 8. A Ni–Ti phase diagram calculated from a published thermodynamic description [104]. The re-

appearance of Ni3Ti at higher temperatures in the liquid was overlooked by the authors who used a first

generation phase diagram calculation software.
326 Y.A. Chang et al. / Progress in Materials Science 49 (2004) 313–345



We now arbitrarily divide ordered phases in two classes. This first one is typified
by the prototype Au–Cu and Cd–Mg alloys with ordered phases formed at 25, 50
and 75 at% of the second component. All of these ordered phases transform to their
respective disordered states with increasing temperatures. The second one corre-
sponds to intermetallic compounds exhibiting rather narrow ranges of homogeneity
and normally do not undergo disordering in real alloys. Familiar examples are the
sigma and Laves phases. We will present examples to show that improvement can be
made in the approach used currently to describe such phases.
A thermodynamic description was published to describe the Cr–Ta binary using

Eq. (1) for the C15 (LT) and C14 (HT) Laves phases [68]. The symbols LT and HT
denote the high-temperature and low temperature forms of the Laves phases
respectively. They are the only intermetallic phases in this binary. A calculated
stable phase diagram of Cr–Ta using their thermodynamic description is presented
in Fig. 10. This calculated diagram is in agreement with the experimentally deter-
mined one. However, this does not automatically mean that the description is a
reliable one. Being able to describe the lower order systems is not the purpose of
Calphad approach. We are also interested in extrapolating the Gibbs energies of
phases in the lower order systems to those in higher order systems. It is likely that
these extrapolations will often lead to compositions beyond the stability ranges of
phases in the lower order systems. A simple way to test the reliability of the Gibbs
Fig. 9. An Al–Nb phase diagram calculated from a published thermodynamic description [64]. The

appearance of a B2 phase over the composition range of about 50–60 at.% Nb was overlooked by the

authors who used a first generation phase diagram calculation software.
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energies obtained for the ordered phases in the binary system is to suspend one or
more phases and calculate a metastable phase diagram. This exercise allows us to
extrapolate the Gibbs energies of phases to temperatures and compositions where
they are normally unstable. For the Cr–Ta case, we can, for example, suspend the
liquid phase and calculate a metastable phase diagram of Cr–Ta with only the solid
phases. If the thermodynamic models are reasonable, we would expect that the
Laves phase transforms to disordered bcc phase with increasing temperature. Such a
calculated diagram is presented in Fig. 11 [69]. As shown in this diagram, not only
the C15 phase (LT) becomes stable again at high temperatures, the C15 and bcc
two-phase field extend to rather high temperatures. Clearly there is a need to
improve the thermodynamic description of these phases. It is noteworthy to point
out that one can use first-generation software to calculate the phase diagram shown
in Fig. 11 once the users know the high-temperature phase equilibria shown in this
figure by supplying the appropriate initial values. However, Fig. 11 was auto-
matically calculated by PANDAT without an input by the users.
In view of their technological importance, the Ni–Al and Ti–Al binaries have

received much attention in the last two decades in the materials community.
Numerous thermodynamic descriptions have appeared in the literature for Ti-Al
[30,64,70] and Ni–Al [71–73]. For these two binaries, there exist a number of ordered
phases based either on the fcc or the hcp structures. All authors used the Bragg–
Williams approximation to model these phases. Fig. 12 shows a calculated fcc-
structure based metastable phase diagram of Ti-Al using the description of Zhang et
Fig. 10. A Cr–Ta phase diagram calculated using the thermodynamic description of Dupin and Ansara

[68].
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Fig. 11. A metastable solid state Cr–Ta phase diagram calculated using the thermodynamic description of

Dupin and Ansara [68]. In other words, the liquid phase is suspended.
Fig. 12. A metastable fcc-structure based Ti-Al phase diagram calculated using the description of Zhang

et al. [70].
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al [70]. It is evident from this figure that this calculated metastable diagram is not
reasonable. For instance, an ordered phase becomes stable at high temperatures.
Fig. 13 shows a calculated fcc-structure based metastable phase diagram for Ni–Al
using the description of Huang and Chang [73]. The calculated diagram is likewise
physically unreasonable. We have also calculated similar diagrams using other
published descriptions of these two systems and found them to be equally unrea-
sonable [74,75]. This is not unexpected since the Bragg–Williams approximation
does not take short-range order and other factors into consideration as will be pre-
sented later in this paper. Moreover, the large number of added L parameters in
order to fit the stable phase boundaries may also be partially responsible. In the next
section, we will present an improved approach for calculating phase diagrams in
which an attempt is made to minimize these shortcomings and hence may become a
promising route for the future.
4. The future in phase diagram calculation

4.1. An improved and realistic methodology for calculating phase diagrams in the
realm of the Calphad approach

As shown in Section 2, the Calphad approach is, in our view, the only viable one for
calculating multicomponent phase diagrams in the foreseeable future. Availability of
Fig. 13. A metastable fcc-structure based Ni–Al phase diagram calculated using the description of Huang

and Chang [73].
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second generation software such as PANDAT has made it possible to automatically
calculate the stable phase diagram given a thermodynamic description of an alloy
system in question without any input information supplied by the user. Metastable
phase diagrams can also be easily calculated by suspending some phases in the sys-
tem at the wish of the user. Examples of such calculations have been presented in
Section 3.2. Although continuous improvement is needed for the functionality and
efficiency of second generation software, the immediate task for us at the moment is
to adopt a new approach to account for the thermodynamic behavior of ordered
phases not only for binaries but also for higher order systems.
As presented in Section 3.2, the current practice in accounting for the thermo-

dynamic behavior of ordered phases is based wholly on configuration dependent
(CD) contribution as represented by Eq. (1). In other words, the Gibbs energy of the
ordered phases is governed entirely by species distributions on the sublattices. This
seems unreasonable since there are significant other contributions, such as elastic
interactions arising from atomic size mismatch, to the Gibbs energy that depend
only on the overall alloy composition and not on the atomic arrangements in that
alloy. We refer to this contribution as the configuration independent (CI) term.
Accordingly, the Gibbs energy of an ordered intermetallic phase is described as [76]:
G ¼ GCI xp;T
� �

þ GCD yp;T
� �

ð2Þ
The first term of the RHS of Eq. (2) is the configuration independent term, which
depends only on the alloy compositions while the second term configuration depen-
dent which depends on the species distributions on the sublattices. Both configur-
ation dependent and configuration independent terms may be a function of
temperature. To retain the necessary simplicity in the Gibbs energy expression for
the Calphad approach, we express the configuration independent term using a low
order Redlich–Kister polynomial [77]:
GCI xp;T
� �

¼ xpxq
X	¼2
	¼0

	ð Þl xp � xq
� �	

ð3Þ
As noted in Section 3.2, we divide ordered phase into two types. For intermetallic
phases with small ranges of homogeneity such as the Laves phases, we use the
Bragg–Williams approximation to describe the configuration dependent term, i.e.,
GCD as given by Eq. (1). However, our experience has shown that when the con-
figuration independent term, Eq. (3) is used, the excess configuration dependent
Gibbs energy [the last term on the RHS of Eq. (1)] is usually unnecessary. This
reduces the total number of model parameters needed to account for the thermo-
dynamics of the phases in question and often makes extrapolation to other compo-
sitions more reliable. We have been testing this approach with a number of alloy
systems and have so far obtained satisfactory results. Some examples are given
below.
Zhang et al. [69] used this approach to describe the Laves phases in Cr–Ta. Eqs.

(1)–(3) were used but without the use of any sublattice L parameters in Eq. (1). The
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calculated stable phase diagram based on this new description accounts for the
experimental data just as well as that published earlier, which was based on using
Eq. (1) only [68]. However, the calculated metastable phase diagram in the solid
state, i.e., suspending the liquid phase, from the new assessment and shown in Fig. 14
is also quite reasonable. This is evidently clear when comparing the calculated
metastable phase diagram using the description of Zhang et al. [69] as shown in
Fig. 14 with that in Fig. 11, the latter diagram having been calculated using the
previously published description [68]. In their thermodynamic description, Zhang et
al. used a subregular solution model, vis. two parameters, to account for the con-
figuration independent term and did not even invoke the excess Gibbs energy for the
configuration dependent terms, vis. neglecting the last term of the RHS of Eq. (1). In
summary, the total number of parameters used was reduced while a better descrip-
tion was obtained.
For ordered phases which undergo disordering prior to melting such as the pro-

totype Cu–Au and Cd–Mg systems, the Bragg–Willaims approximation is not sui-
table due to the neglect of short-range ordering in the lattice [78]. Accordingly, we
have been using the cluster site approximation (CSA) to account for the configur-
ation dependent term given in Eq. (2). It does consider short-range order and is able
to account for order/disorder transitions. The CSA greatly simplifies the calculation
effort that is otherwise necessary when directly applying the physically sounder
cluster variation method (CVM) [79,80]. It is thus particularly suitable for the cal-
culation of multicomponent phase diagrams.
The cluster site approximation (CSA) was applied to solid alloys by Yang and Li

[81–84]. In contrast to the CVM [85], the CSA clusters are energetically non-inter-
fering: they are permitted only to share corners. Since there is no cluster overlap, the
Fig. 14. A metastable solid state Cr–Ta phase diagram calculated using the thermodynamic description of

Zhang et al. In other words, the liquid phase is suspended. Compare this calculated diagram with that

shown in Fig. 11.
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only energy parameters required are the cluster energies themselves, the energies of
the sub-clusters do not enter into the energy equation. Moreover, a lack of cluster
interference leads to a two-term expression for the entropy of mixing irrespective of
the cluster size. Accordingly, the second term on the RHS of Eq. (2) can be written
as below,
GCD ¼ �RT
Xn
i¼1

y
ið Þ
A 
 ið Þ

A � ln’

 !
� n� � 1ð ÞRT

X
q;i

fiy
ið Þ
p lny ið Þ

p ð4Þ
with the cluster partition coefficient � being obtained from
� ¼
Xj¼2n
j¼1

exp
X


 ið Þ
A

� �
� "j

h i 
ð4aÞ
In Eq. (4), the y ið Þ
p ’s are the sublattice species concentrations, and the 
 ið Þ

A ’s, are
related to the species chemical potentials. Since these are uniquely related to the
y ið Þ
p ’s, only one of them is required as an independent variable. The quantity �j is the
cluster energy of a j-type cluster. The term � is a geometrical factor originated from
the number of non-interfering clusters per site in the original CSA [81–84]. It, in
essence, becomes a parameter of the CSA.
Since the clusters in the CSA are energetically non-interfering as shown in Eq. (4),

the point probabilities are used as the independent variables, thus retaining the
advantage of the Bragg–Williams approximation in terms of computation. On the
other hand, it does consider both long and short range order, thus retaining the
strength of CVM. The energy parameters are the cluster energies, which can be
expressed in terms of a pair interaction energies to further reduce the number of
parameters.
It has been found that, when compared with MC calculations, the configurational

term for fcc alloys obtained from the CSA slightly underestimates this term whilst
that obtained from the CVM overestimates it [80,86,87]. However, the deviations
from the CSA results are no worse than those from the CVM. The slight inadequacy
of CSA can be overcome by incorporating a geometrical factor � as given in Eq. (4)
[80]. Since, in real alloys, the configurational entropy and Gibbs energy of mixing is
often only a small fraction of the total, any small difference between the results
obtained from the CSA and CVM is of minor significance. The important thing is
that both, unlike the Bragg–Williams models, can give the correct phase diagram
topology and that the CSA, unlike the CVM, has the same number of independent
variables as in the Bragg–Williams models. These two features make the CSA ideal
for multicomponent phase diagram calculations.
In the following, we will give three examples to show that the approach outlined

above works quite well and eliminates some of the shortcomings pointed out in
Section 3.2. The three examples are (i) the calculated Cu–Au phase diagram is in
close agreement with that calculated by the CVM, (ii) the calculated phase diagram
of Cd–Mg is in accord with the experimentally determined one, and (iii) the calcu-
lated Ni–Al phase diagram is in accord with the experimentally determined one and,
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more importantly, the topology of the calculated metastable phase diagram based
on the fcc-structure is what one would expect.
Ferreira et al. [88] calculated a Cu–Au phase diagram using the CVM including an

elastic energy contribution due to lattice mismatch; the mathematical form of this
elastic energy corresponds to the first term of the Redlich–Kister polynomial given
in Eq. (3), i.e., 0l. Using the cluster energy parameters and the values of 0l of Fer-
reira et al. [88], Oates et al. [80] calculated a Cu–Au phase with a value of �=1.41, a
geometrical parameter in the CSA model. The calculated phase diagram as shown in
Fig. 15 is in good agreement with that calculated by Ferriara et al. [88].
The phase diagram of Cd–Mg is a prototype for the hcp structure like that of Cu–

Au for the fcc structure. Using the same approach, Zhang et al. calculated the phase
diagram of Cd-Mg [89]. As shown in Fig. 16, the calculated phase diagram is in
good agreement with the experimental data of Frantz and Gantois [90]. The five
parameters used are "Cd3Mg ¼ �9:3, "Cd2Mg2 ¼ �13:7 and "CdMg3 ¼ �9:95 and
0l=21.62 kJ/mol atoms and �=1.8. The model-calculated thermodynamic proper-
ties of the alloys are also in accord with experimentally measured values [89]. It is
worth pointing out that Asta et al. [91] have calculated the phase diagram of Cd–Mg
using the so-called ‘‘first principles’’ method. The calculated phase diagram is topo-
logically similar to that shown in Fig. 16 but the temperatures of the phase transi-
tions are considerably higher. The three cluster energies used by Zhang et al. [89]
differ from those used by Asta et al. by 10, 1 and 10% respectively.
The binary Ni–Al is a system of great interest both in terms of science and tech-

nology. Fig. 17 shows a calculated phase diagram from the conventional description
of Huang and Chan [73]. There exist in this binary the �-(Ni,Al) phase (fcc) and the
ordered � 0-Ni3Al (L12) phases. Even though � 0 is an ordered form of �, it does not
transform to � with increasing temperatures under equilibrium condition. Instead � 0
Fig. 15. A Cu–Au phase diagram calculated using the CSA model [80].
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melts peritectically to liquid and �. However, thermodynamically � 0 must transform
to � with increasing temperature in the metastable state. On the other hand, the
calculated metastable phase diagram of Ni–Al based on the fcc structure according
to this description as shown in Fig. 13 does not exhibit the order/disorder transfor-
mation. This is due to the fact that a Bragg–Williams type model is used for the � 0

phase. More recently, Zhang et al. [75,92] remodeled the Ni–Al system using the
CSA to describe the fcc-based alloys. The calculated stable phase diagram of Ni–Al
is in as good agreement with the experimental data as that using the description of
Huang and Chang [73]. The total number of model parameters used by Zhang et al.
is less. Moreover, as shown in Fig. 18, the calculated metastable fcc-structure based
phase diagram from the later description is what one would have expected. The � 0

phase (L12) transforms congruently to the fcc �-phase at 1708 K. The equiatomic
L10 phase exists over a range of homogeneity and also transforms congruently to the
fcc �-phase but a L12 phase is not stable at 25 at.% Ni. Instead a phase separation
of the fcc phase is predicted. It is noteworthy to point out that Sigli and Sanchez [93]
and Pasturel et al. [94] have also calculated the Ni–Al phase diagram using the
CVM. While the former optimized the cluster energy parameters in terms of
experimental data, the latter obtained them from the ‘‘first principles’’ method. The
calculated fcc-structure based phase diagram of Ni–Al by Pasturel et al. [94] is
Fig. 16. A Cd–Mg phase diagram calculated using the CSA model [89]. The experimental data were taken

from the Frantz and Gantois [90].
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Fig. 18. A fcc-structure based metastable phase diagram of Ni–Al calculated using the thermodynamic

description of Zhang et al. [92,75] who used CSA to describe the fcc-structure based phases. Compare this

calculated metastable phase diagram with that shown in Fig. 13.
Fig. 17. A Ni–Al phase diagram calculated from the description of Huang and Chang [73].
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topologically similar to the CSA-calculated diagram shown in Fig. 18, although the
calculated transition temperatures are higher than those shown in Fig. 18.
The results presented above for three binary alloys demonstrate beyond any shadow

of doubt that the CSA offers a realistic alternative in the calculation of phase
diagrams of alloys where ordered phases exist. Based on the results obtained for
Ni–Al as noted here and preliminary results for Ni–Cr and Cr–Al, we are currently
extending this approach to calculate phase diagrams of ternary Ni–Al–Cr alloys.

4.2. Importance of thermodynamic descriptions in predicting the microstructural
evolution during processing of materials: the ultimate goal in predicting the
mechanical and functional behavior of materials

Reliable thermodynamic descriptions of materials are the starting point in com-
puting the microstructural evolution of materials during processing via kinetics.
Based on these computed microstructures, it becomes possible to predict the
mechanical and functional behavior of these processed materials. It is evident from
our discussion in this paper that significant progress has been made in the use of the
Calphad methodology in developing thermodynamic descriptions of weakly inter-
acting alloys, not only for binaries but also for higher order alloys, i.e. in the absence
of a significant degree of ordering. But this is not true for materials with ordered
alloys such as the Ni-based alloys involving � and � 0, the fcc phase and its ordered
form. We have presented the basic idea in Section 4.1 that the energetic contribu-
tions to the Gibbs energy of an alloy consists of two terms, viz., a configuration
independent (depending on the alloy composition) and a configuration dependent
(depending on the species distributions on the sublattices) one. The results presented so
far show this basic idea is extremely promising. Equally promising is the adoption of
the CSA to describe the configurational dependent term for ordered phases. The
approach presented in this paper represents the future of the Calphad route to cal-
culate the phase diagrams of multicomponent alloys.
Because computational materials science/engineering is becoming a tool for

materials and processing design, it becomes incumbent upon us to try and develop a
realistic framework which provides scientifically sound thermodynamic information
and which can be integrated readily with kinetic models to predict the micro-
structure of materials during processing. For the past few years, we have been
working on a narrowly focused research project to integrate a 14 component ther-
modynamic database for aluminum alloys [54] with a modified Scheil model to cal-
culate the microstructures and microsegregation of aluminum-rich alloys under
directional solidification condition. The calculated results are compared with results
obtained experimentally. We will first give a brief description of the approach used
and then the results obtained.
Fig. 19 shows a schematic diagram illustrating an integrated approach to couple

phase diagram calculation with kinetics, viz., a solidification model to calculate micro-
segregation in a solidifying alloy. The inputs to the calculation are the gross composi-
tion of the alloy in question and the solidification conditions. In the present case,
PanEngine [95,96], the computational engine of PANDAT [47] is used to calculate the
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partition coefficients needed for solidification simulation. Cooling curves obtained
from the directional solidification experiments give the solidification condition. The
microsegregation model is a one-dimensional modified Scheil model considering
solid-state back diffusion, undercooling of the dendrites, coarsening of the second-
ary dendrites and non-equilibrium phase diagram due to rapid solidification. The
outputs of the calculation are listed in Fig. 19, including paths of solidification,
dendrite tip undercooling, amounts of the phase formed under non-equilibrium
condition, solute re-distribution in the secondary dendrite arm etc. The input data to
PanEngine are the Gibbs energy functions from a thermodynamic aluminum data-
base [55] and those to the modified Scheil model include all needed thermophysical
properties of alloys such as surface energies, diffusion coefficients etc. We have
carried out studies for a number of aluminum alloys from binary Al–Cu, ternary
Al–Cu–Mg, quaternary Al–Cu–Mg–Zn to multicomponent commercial aluminum
alloys of more than ten components [97–102].
Based on the study of a large number of aluminum alloys, we have come to the

conclusion that in order to validate the reliability of a solidification model, it is
essential to have experimental data on solute distribution in the secondary arm
dendrites. We have found that the measured fractions of solids as a function of
temperature are not sufficiently sensitive to validate the solidification models used.
On the other hand, the experimentally measured solute distributions within the den-
drites are sensitive to test the validity of the model. It is also worth noting that the
most sensitive parameter in calculating solute distributions in the secondary dendrite
arms is the partition coefficient or the compositions of the solidus. Liang et al. [99] has
shown conclusively that even a change of 0.5 at% or less in Al alloys can have a pro-
found influence on the calculated solute distributions. This result indicates that a
reliable thermodynamic database is essential in carrying out this kind of study.
Fig. 19. A schematic diagram illustrating integration of a phase diagram calculation software, PanEngine

in this case, with a kinetic model to calculate microsegregation in alloys during solidification.
338 Y.A. Chang et al. / Progress in Materials Science 49 (2004) 313–345



In the following, we first report the solidification path obtained for a quaternary
aluminum alloy, viz. Al-1.68Cu-1.02Mg-0.42Zn (in at.%) under Scheil condition,
and then the microscopic modeling results for an Al 7050 alloy with nine compo-
nents, i.e. under modified Scheil conditions as shown in Fig. 19. The calculated path
of solidification under Scheil condition for this quaternary Al alloy is L! L+(Al)
! L+(Al)+� ! L+(Al)+�+S ! L+(Al)+�+S+� as summarized in Table 1
and presented graphically on the liquidus projection of Al–Cu–Mg–Zn as shown in
Fig. 20. (The liquidus projection shown in this figure is the same as that in Fig. 5).
As can be seen from this figure, the first phase of solidification is (Al), then �, next S,
and lastly � at the five-phase invariant reaction, II1(q). Solidification after this five-
phase equilibrium continues to even lower temperatures.
Table 1

Reactions during Solidification for the quaternary Al-1.68Cu-1.02Mg-0.42Zn (in at.%) alloy studied

(under Scheil condition)
Reaction #
 Reactions
 Temperature (�C)
1
 Al dendrites
 644.2
2
 Liq.! �+�
 510.2
3
 Liq.! �+�+S
 492.1
4
 Liq.+S! �+�+�
 467.1
Fig. 20. Graphical representation of a calculated solidification path of a quaternary Al-1.68Cu-1.02Mg-

0.42Zn alloy (in at.%) under the Scheil condition. The liquidus projection shown in this figure is the same

as that in Fig. 5(a).
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The microsegregation results for the multicomponent aluminum 7050 alloy were
calculated using the modified Scheil model including the effects of back diffusion in
the solid, dendrite arm coarsening and undercooling [103]. The calculated fractions
of the solids formed and the secondary arm spacings for this alloy and the solidifi-
cation conditions are given in Table 2. As can be seen from this table, the calculated
results are in good agreement with the experimental measurements. Fig. 21 (a),(b)
Table 2

Comparison of experimental and calculated phase fractions and dendrite arm spacings
Cooling

rate (K/s)
Amount of Al Phase, vol.%
 l2, mm
Area

Scan
Image

analysis
Modified

Scheil
Scheil
 Lever

rule
Image

analysis
Modified

Scheil
0.45
 92.5
 94.4
 94.8
 89.0
 98.3
 56
 55.2
Fig. 21. Comparisons of calculated concentration distributions of solutes within the dendrites of a direc-

tionally solidified 7050 Al alloy, Al-1.17Cu-2.78Mg-2.86Zn-0.016Cr-0.046Fe-0.026Mn-0.005Ni-0.061Si

-0.011Ti-0.031Zr (in at.%), using a modified Scheil model with experimentally measured values [103]

at a cooling rate of 0.45 C/sec. Three geometrical models were used to approximate the shapes of the

dendrites, i.e. plate, cylinder and sphere. (a) Cu, (b) Mg and (c) Zn.
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and (c) shows the calculated solute distributions for the major alloying elements.
These calculated results are in good agreement with experimental data obtained
from directional solidification. The solute distributions calculated from the Scheil
condition deviate from the experimentally measured values. Detailed descriptions of
the solidification modeling, the experimental method used, and the results obtained
are given elsewhere [97,98,103].
These examples show that a phase diagram calculation software such as

PanEngine together with a reliable thermodynamic database can be integrated
with kinetics modeling in a seamless manner to predict microstructural evolution
of multicomponent alloys during processing and ultimately their mechanical
behavior.
5. Conclusion

The past, present and future in phase diagram calculation for multicomponent
alloys has been reviewed and assessed, focusing primarily on the phenomenological
modeling or the Calphad approach. In this approach, thermodynamic descriptions
of multicomponent alloys are obtained based on descriptions of the lower order
systems, viz., normally the constituent binaries and ternaries. The lower order
thermodynamic descriptions are obtained primarily in terms of experimentally
determined thermodynamic properties and phase equilibrium data. Although ‘‘first
principles’’ calculated 0 K energetics of alloys are being used in the modeling of
binaries, this approach is not yet able to calculate phase diagrams for technological
applications. Following the pioneering studies of Van Laar and Meijering in the
first half of the 20th century, phase equilibrium information was used to assist in
the assessment of measured thermodynamic data (from the late 1950s to the
1980s). This period is considered ‘‘the past’’, the advent of the first generation
software to the introduction of the second generation software in the late 1990s as
‘‘the present’’, and the time subsequent to the second generation software as ‘‘the
future’’.
Highlighting the great success of the Calphad route in obtaining multi-

component phase diagrams for technological applications, notable shortcomings
have been noted. One of these shortcomings is the inability of the first generation
software to automatically calculate the stable phase diagram of an alloy system in
question when a thermodynamic description is given. The other shortcoming has
been the formalism used to describe the Gibbs energy of alloy phases and, parti-
cularly, the use of Bragg–Williams models to represent the Gibbs energy of
ordered phases. Examples have been presented which highlight these shortcomings
and the second generation software such as PANDAT has resolved this short-
coming. In addition, an alternate and realistic methodology was formulated to
account for the Gibbs energies of alloy phases in the realm of a Calphad
approach to calculate phase diagrams. The results obtained so far have demon-
strated the great utility of the newly formulated methodology in calculating multi-
component phase diagrams.
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