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Abstract—According to IEC (International Electrotechnical Commission) 61850-90-4, most smart grid substations are designed with redundancy in order to improve their availability in case of failures. Redundancy usually takes the form of having multiple subsystems with identical functionality based on the assumption that failures in one subsystem are isolated from other subsystems. However, this is not necessarily true in the case of failures caused by malicious attacks, because attackers can easily reuse their skills and tools across different subsystems under similar configurations. Taking this into consideration, this paper introduces the factor of security (FoS) metrics to quantify the security effectiveness of redundant subsystems in smart grids. Specifically, we first apply the attack graph model to capture various threats in smart grids and substations; we then formally define the FoS metric and the probabilistic FoS metric; finally, we evaluate those metrics under different scenarios through simulations.

I. INTRODUCTION

By integrating information and communication technologies, smart grids could potentially enhance the efficiency and reliability of future power systems [1]. Such a capability grants smart grids an important role in addressing the global challenge that the demand for energy is growing faster than its supply [2]. On the other hand, the smart grid is a complex system involving many components for the generation, transmission, and distribution of energy to the end users. In particular, substations, which are responsible for protecting, monitoring and controlling the power system, represent one of the most critical components in a smart grid. This has been demonstrated in a study by the FERC (Federal Energy Regulatory Commission) which shows a coordinated attack on just nine substations (out of 55,000) can bring down the entire US (United States) power grid [3]. Also, in the real world attack on the Ukrainian power grid, which resulted in a blackout affecting 225,000 customers and lasted for several hours [4], substations were also among the main targets.

To make things worse, the relatively higher level of automation inherent to smart grids and substations [5] could render them an especially attractive target of the so-called zero-day attacks, which exploit previously unknown or unpatched vulnerabilities. Zero-day attacks are usually behind today’s high profile security incidents against critical infrastructures (e.g., the aforementioned Ukrainian attack [4] and the Stuxnet attack [6]). Therefore, protecting smart grids and substations means more than just patching known vulnerabilities and deploying traditional defense mechanisms (e.g., firewalls, IDSs (intrusion detection systems), and intrusion prevention systems). Going beyond those to further evaluate the resilience of smart grids and substations against potential zero-day attacks is equally important.

A widely adopted solution to improve the resilience of smart grids in case of failures is to design them with redundancy. As indicated in IEC 61850-90-4 [5], the design of most smart grid substations includes redundant subsystems with identical functionality, such that failures of one subsystem can be easily tolerated by activating another subsystem. However, while such a solution might work well in the case of natural failures, which tend to be isolated among subsystems, the effectiveness of this approach towards malicious attackers has been neglected. This is because attackers can reuse reconnaissances gathered during the attack to compromise other similarly configured subsystems. Consequently, not all designs of redundant subsystems are equally effective against security attacks. Therefore, it would be futile to improve a design before a quantitative method of the effectiveness of security among substations is properly defined, since “you can not improve what you can not measure” [7]. Therefore, an important question arises, i.e., How can we quantify the security effectiveness of a system design with redundant subsystems?

To this end, most existing works are insufficient as they either ignore the redundancy aspect or are qualitative in nature (a detailed review of related work will be given in Section VI). Among the standardization for substations, IEC 61850 provides high-level guidelines to establish communication among devices from various manufacturers without elaborating on the security design. IEC 61850 is designed to provide security protection on top of IEC 61850 although it lacks a quantitative approach and is also criticized for other weaknesses [8]. For instance, Strobel et al. show two weaknesses in IEC 62351, one that allows GOOSE (Generic Object Oriented Substation Events) and SV (Sampled Values) messages to be replayed, and another in the time synchronization protocol which can lead the substation into a vulnerable state [8]. Although IEC 62443 [9] provides a set of requirements for security risk assessment, there still lacks a quantitative and credible validation [10]. Security metrics in the context of smart grids have been investigated previously. As an example, in [11], the authors analyze four different attacks against SCADA (Supervisory Control and Data Acquisition) systems and apply the mean time to compromise metric to those attack
scenarios [11]. In [12], the authors develop attack graph-based security metrics to identify critical components. In [13]-[14], the authors perform a cyber-physical contingency analysis by taking malicious compromises into account in addition to natural failures. There is also rich literature on redundancy and security in control systems. For instance, in [15] the authors study the problem of structural controllability and propose repair strategies for control systems and in [16], the authors define control areas which are vulnerable to attacks. On the other hand, improving security using redundancy mechanisms has also received significant attentions, e.g., the n-variant system [17] and the behavioral distance-based detection [18], although most existing works do not employ an explicit security metric like in our work. To the best of our knowledge, we are among the first to focus on quantifying the security effectiveness of redundant subsystems against both known and zero-day vulnerabilities in smart grids.

In this paper, we introduce a novel security metric, namely, FoS (Factor of Security), to quantify the security effectiveness of redundant subsystems in smart grids. Our key idea is the following. Although not seen in the context of smart grids or cyber-physical security, the factor of safety is a widely used concept in traditional engineering domains such as mechanical design which, roughly speaking, measures how much stronger a system is than it needs to be. For example, the factor of safety would be two if the designed load carrying capacity (called the strength) is twice as much as the actual load (called the stress). We adopt this concept to the context of cyber-physical security in redundant smart grid subsystems. Specifically, we first design a representative smart grid substation configuration based on IEC 61850-90-4 and existing industrial practices, which provides concrete details about the hardware and software components to facilitate the threat modeling process. Second, on the basis of the well-known attack graph model, we define the strength and stress of a smart grid system as the length of the shortest attack path for the smart grid and its subsystems, respectively; the ratio between the two then yields the FoS, which intuitively gives the equivalent number of subsystems in terms of resilience to attacks.

The preliminary version of this paper has appeared in [19], which has been significantly extended in this paper. The major extensions include the following. First, we further define the PFOs (Probabilistic Factor of Security) metric based on the Bayesian network-based attack graph model, in order to capture not only the worst case (captured by FoS) but also the average case in which attackers would not necessarily follow the shortest paths (Section III). Second, we have extended our previous models to cover both known and zero-day vulnerabilities in a unified manner, and also to cover both the smart grid and substation level applications. We have modified our models to include security components such as firewalls and IDSs, as well as redundancy measures (Section IV). Third, we have performed additional simulations to evaluate both metrics, and also introduced a new series of simulations using the IEEE 14 bus system in order to evaluate the metrics at the smart grid level (Section V).

In summary, our main contributions are as follows:

- To the best of our knowledge, this is the first effort on formally quantifying the security effectiveness of redundant subsystems in the context of smart grids. We are also among the first to adopt the factor of safety concept from traditional engineering domains to security.
- As evidenced in the simulation results, the proposed metrics can be applied by security practitioners to answer practical questions for better understanding and mitigating the security threats of both known vulnerabilities and zero-day attacks.

The remainder of this paper is organized as follows. Section II describes a detailed substation design based on IEC 61850-90-4. Section III details the design of our metrics. Section IV applies metrics to various attack scenarios. Section V gives simulation results. Section VI reviews the literature and Section VII concludes the paper.

II. DESIGNING SMART GRID SUBSTATION BASED ON IEC 61850

A key challenge facing the development of security metrics and threat models for smart grids is the lack of public accesses to the concrete design of real world smart grids including detailed information about the hardware and software components and their vulnerabilities. This is understandable since smart grid operators would be reluctant to disclose details about their infrastructures and especially the vulnerabilities. Although existing standards like IEC 61850-90-4 provide sample substation configurations [5], those configurations are typically very simplistic and only contain high-level concepts, which is insufficient for our purposes. Therefore, we first present a concrete design of a smart grid substation with redundant subsystems to facilitate further discussions. To ensure the design is sufficiently representative, it is based on IEC 61850-90-4 and product documentations from key vendors including ABB [20], SEL [21], and Symmetricom [22].

Specifically, Figure 1 shows a substation with two redundant subsystems, A and B. The numbers inside circles ranging from A1 to A27 are components of subsystem A and numbers from B1 to B27 are components of subsystem B. In subsystem A, the component A2 is protected by a firewall, namely F_A, since it is a critical component. Similarly, in subsystem B, the component B2 is protected by the firewall F_B. Components A7 − A13 are monitored for anomalies by an IDS, namely, IDS_A_1 [23]. Similarly, components A17 − A23 are monitored by IDS_A_2. Same applies to components belonging to subsystem B, and they are monitored by IDS_B_1 and IDS_B_2. For components for which a replica exists, the component and its replica are numbered correspondingly, e.g., A1 is the replica of B1 (for those which are not replicated, both numbers refer to the same component, e.g., A4 and B4). We assume substations communicate with the control center (node 300) through WAN (Wide Area Network), which
is also used by remote operators (node 200) to manage the substation remotely. Also, the attacker (node 100) is assumed to be connected to the WAN, which can be either an insider or an outsider with unauthorized accesses to the WAN.

According to IEC 61850-90-4 [5], a substation is divided into three levels as detailed in the following:

- **Substation Level**: HMI (Human Machine Interface) is used for monitoring the status of the substation (nodes A1, B1). Workstations (nodes A2, B2) are used for automation in a substation. According to IEC 61850-90-4, workstations at the station level can be used as SCADA servers. Since SCADA servers are critical components [11], incoming and outgoing connections to those are protected by firewalls F_A and F_B. GPS (Global Positioning System) clocks (nodes A3, B3) are used for time synchronization in the substation. All connections to the substation go through substation gateways (nodes A6, B6).

- **Bay Level**: According to IEC 61850-90-4, the bay level mostly contains IEDs (Intelligent Electronic Devices). IEDs are used to improve the automation inside a substation [24]. IEDs in bay A_1 and bay B_1 control field devices which are connected to Process Bus 1, and IEDs in bays A_2 and B_2 control field devices which are connected to Process Bus 2. The IEDs in those bays act as interfaces between cyber components (components at the substation level) and physical components (components at the process level). Each bay contains protection IEDs (nodes A7, B7, A17, B17), which are used for fault isolation. Control IEDs (nodes A8, B8, A18, B18) are used for managing the power system for efficient usage. In IEC 61850-90-4 [5], there are also IEDs for power quality measurement, which are included in our design as power quality measurement IEDs (nodes A9, B9, A19, B19). Even though not seen in IEC 61850-90-4, PMUs (Phasor Measurement Units) connected to PDCs (Phasor Data Concentrators) are also included in our design since it can be seen in the sample substation design provided by SEL [21]. The PMUs (nodes A10, B10, A11, B11, A20, B20, A21, B21) and PDCs (nodes A12, B12, A22, B22) inside the bays are used for obtaining synchronized measurements of voltages and phase angles. Lastly, each bay is monitored using an IDS (IDS_A_1, IDS_A_2, IDS_B_1, IDS_B_2).

- **Process Level**: The process level contains field devices, e.g., voltage transformers (nodes A14, B14, A24, B24), current transformers (nodes A15, B15, A25, B25), and circuit breakers (nodes A16, B16, A26, B26). All the devices receive commands from IEDs and send measurements to IEDs. Some of those devices (nodes A24 – A26, B24 – B26) must be connected to a merging unit (nodes A27, B27) before being connected to the process bus.

Table I summarizes the role of each component with relevant references including standards and research papers which address such components. To make the design more representative, Figure 1 also reflects many concepts of industrial practices, e.g., SEL [21], Symmetricom [22], ABB [20], etc., as detailed below.

- The design includes two PMUs (such as nodes A10, A11) connected to one PDC (such as node A12) in each bay, which is based on a similar configuration by SEL [21].
- The design includes three different field devices, including voltage transformer, current transformer, circuit breaker, and their intelligent counterparts. Intelligent devices (nodes A14, B14, A15, B15, A16, B16) can be directly connected to the process bus. Other devices (nodes A24, B24, A25, B25, A26, B26) need to first go through a merging unit (nodes A27, B27) before being connected to the process bus. This design is based on a similar configuration given by Symmetricom [22].
- The design includes two subsystems with equivalent functionality, with everything replicated except the event printer (nodes A4, B4) and the event logger (nodes A5, B5). This is based on a similar configuration given by ABB [20] in which the HMI (nodes A1, B1) and the GPS server (nodes A3, B3) are replicated.
- The design includes two firewalls (one for each subsystem) in the substation level and includes IDS in each bay. This is based on a similar configuration given by [23].

In addition to hardware components of the detailed configuration, we also assume the following services are running on top of those components. The GATEWAY service runs on substation gateways (nodes A6, B6). The HMIs and workstations run the SSH (The Secure Shell) service for remote maintenance. They also run HTTP (HyperText Transfer Protocol) service to provide a user-friendly interface to substation operators. Workstations can also be used as SCADA servers. GPS clocks run GPS service for time synchronization inside the substation. Services running on IEDs have the same names as the names of the IEDs (such as protection service on protection IEDs). The remote operator’s machine is running HTTP and SSH.

### III. DEFINING THE FACTOR OF SECURITY METRICS

In this section, we first discuss a motivating example to build intuitions, and then we formally define the FoS (Factor of Security) and PFOs (Probabilistic Factor of Security) metrics.

#### A. Motivating Example

For the substation depicted in Figure 1, it may seem obvious that, since the substation has two separate subsystems, any faults causing one subsystem to fail can be easily tolerated by switching to the other unaffected subsystem without causing a power outage. However, such a reasoning only works for faults that happen naturally in a random fashion. The situation would be quite different when it comes to malicious attacks. For example, consider a remote attacker who wishes to cause a blackout to an area, and he/she has identified this substation as his/her main target. This attacker is an outsider who performs his/her attacks through vulnerability exploitations. Subsystem A is the actively running system, and the attacker targets...
the HMI in subsystem A (node $A1$) by getting administrator access (such as root in Linux machines) in the node $A1$. In order to achieve this, the attacker needs to first compromise the substation gateway (node $A6$) by exploiting a known or zero-day vulnerability in the substation gateway. After that, the attacker needs to compromise the HMI (node $A1$) through another vulnerability exploitation. As a consequence, the attacker needs to exploit two vulnerabilities in order to gain administrator access in HMI. Suppose the operator notices that subsystem A is under attack and switches to subsystem B before the attacker could start to remotely trip circuit breakers [11]. Now the attacker might notice that, although the actively running subsystem has been changed, subsystem B still contains the identically configured components, namely, the gateway (node $B6$) and HMI (node $B1$). Exploiting the same vulnerabilities, the attacker will succeed in compromising subsystem B and subsequently bring the substation down and cause a major power outage. Clearly, even though the substation has been designed to include two subsystems, similar vulnerabilities shared by those subsystems mean that these do not really count as two subsystems in terms of their resilience to malicious attacks, since compromising the substation requires almost the same effort and skill as compromising one subsystem.

To better capture such intuitions, we apply the concept of Factor of Safety. Although not seen in the context of the cyber-physical security of smart grids, the factor of safety is a widely used concept in traditional engineering domains, such as mechanical design [47]. Roughly speaking, the factor of safety of a system measures how much stronger the system is designed to be (e.g., an airplane is designed with two engines), than it needs to be (e.g., one engine is actually sufficient), in order to ensure the desired level of reliability (e.g., the failure of one engine can be safely tolerated). More formally, the factor of safety is defined as the ratio between the designed load carrying capacity (i.e., the maximum amount of load that can be carried by the system, namely, the strength), and the actual load (i.e., the expected amount of load to be carried by the system, namely, the stress), denoted as $\text{Factor of Safety} = \frac{\text{Strength}}{\text{Stress}}$ [47]. Intuitively, by applying this concept to our previous example, we know that our substation would have a factor of safety less than 2 from the security point of view (i.e., the substation is not twice as secure as it needs to be).

**B. Threat Model**

The following describes different aspects of our threat model.

- **Type of Attackers:** We focus on remote attackers who rely on network connections to launch their attacks and escalate privileges through exploiting either known or zero day vulnerabilities in the smart grid components. Therefore, attacks that do not rely on vulnerabilities but employ social engineering, insider misbehavior, or manipulating smart grid measurements [30] will not be considered.

- **Attacker’s Capacity and Access Level:** In the substation level, we consider attacks performed through exploiting vulnerabilities. The attacker can exploit known or zero-day vulnerabilities in order to escalate their privileges. The attacker initially does not have any access to any devices in the substation except the substation gateway. Whereas, in the smart grid level, we focus on attacks performed by disconnecting transmission lines through


<table>
<thead>
<tr>
<th>Level</th>
<th>Component</th>
<th>Functionality</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substation</td>
<td>Gateway (A6, B6)</td>
<td>Sends data to the control center, transfers commands received from the control center [25], and allows remote operators to connect to the substation for monitoring and controlling [26].</td>
<td>IEC 61850-7-1 Clause 8.2.3, [1],[11], [19], [23]</td>
</tr>
<tr>
<td></td>
<td>HMI (A1, B1)</td>
<td>Presents information to the operator about the state of the substation [27].</td>
<td>IEC 61850-7-1 Clause 7, [4], [11], [19], [23], [28], [29]</td>
</tr>
<tr>
<td></td>
<td>Workstation (A2, B2)</td>
<td>Performs automation in a substation, and is also used as a SCADA server [11].</td>
<td>IEC 61850-7-1 Clause 5.2, IEC 62264-1:2013, [1], [4], [6], [8],[10], [11], [12], [19], [23], [24], [30], [31], [32], [29], [33]</td>
</tr>
<tr>
<td></td>
<td>GPS Clock (A3, B3)</td>
<td>Time source in the substation for time synchronization between devices [28].</td>
<td>IEEE 1588-2019, [19], [23], [24], [28], [34], [35]</td>
</tr>
<tr>
<td></td>
<td>Event Printer(A4, B4)</td>
<td>Devices in a substation produce time stamped events (such as tripping), which are sent to the event printer for monitoring [36].</td>
<td>IEC 61850-90-4 Clause 7.1, [19], [29]</td>
</tr>
<tr>
<td></td>
<td>Event Logger (A5, B5)</td>
<td>Event logger for logging status changes in substation IEDs [37].</td>
<td>IEC 61850-90-4 Clause 7.1, [4], [19], [24]</td>
</tr>
<tr>
<td>Bay Level</td>
<td>Protection IED (A7, B7, A17, B17)</td>
<td>Detects electrical faults and performs fault isolation [38].</td>
<td>IEC 61850-7-1 Clause 5.4, [1], [11], [13], [14], [19], [24], [28]</td>
</tr>
<tr>
<td></td>
<td>Control IED (A8, B8, A18, B18)</td>
<td>Manages the power system for efficient usage and regulates system parameters [38].</td>
<td>IEC 61850-90-4 Clause 7.3, [1], [11], [19], [23], [24], [28], [33]</td>
</tr>
<tr>
<td></td>
<td>Power Quality Measurement IED (A9, B9, A19, B19)</td>
<td>Monitors the power quality [5].</td>
<td>IEC 61000-4-30, [11], [19], [23]</td>
</tr>
<tr>
<td></td>
<td>PMU (A10, A11, B10, B11, A20, A21, B20, B21)</td>
<td>Obtains synchronized measurements of voltage magnitudes and phase angles [39].</td>
<td>IEC 61850-90-5 Clause 6.3, C37.118.2-2011, [1], [19], [24], [30], [35], [31]</td>
</tr>
<tr>
<td></td>
<td>PDC (A12, B12, A22, B22)</td>
<td>Receives, combines and pre-processes synchronized measurements [40].</td>
<td>IEC 61850-90-5 Clause 6.4, C37.118.2-2011, [1], [19]</td>
</tr>
<tr>
<td>Process Level</td>
<td>Voltage Transformer (A14, B14, A24, B24)</td>
<td>Measures voltage [41].</td>
<td>IEC 60044-7, [1], [11], [19], [31], [42]</td>
</tr>
<tr>
<td></td>
<td>Current Transformer (A15, B15, A25, B25)</td>
<td>Steps down current levels and measures them [43].</td>
<td>IEC 61869 Part 1, [1], [2], [11], [19], [31], [42]</td>
</tr>
<tr>
<td></td>
<td>Circuit Breaker (A16, B16, A26, B26)</td>
<td>Connects or disconnects transmission lines [44].</td>
<td>IEC 61850-8-1 Clause 6.4, IEC 61850-7-1, Clauses 11.2,12.1, [1], [4], [11], [12], [13], [14], [19], [45], [31], [42]</td>
</tr>
<tr>
<td></td>
<td>Merging Unit (A27, B27)</td>
<td>Converts analog signals into IEC 61850 Sampled Value (SV) [46].</td>
<td>IEC 61850-7-1 Annex B, [19], [23], [31]</td>
</tr>
</tbody>
</table>

| TABLE I: Details of Components in Our IEC 61850 Substation Design |

- **Tripping Circuit Breakers or Disrupting Communication Lines**
- **Zero-Day Vulnerabilities**: Zero-day vulnerabilities are unknown vulnerabilities whose existence and the way to exploit are unknown. Attackers are assumed to be able to exploit those.
- **Known Vulnerabilities**: Known vulnerabilities can be exploited as long as all preconditions are satisfied. As an example, a known vulnerability in the Apache HTTP server, with identifier CVE (Common Vulnerabilities and Exposures)-2010-1151, allows the attacker to create a race condition and bypass the authentication. If an Apache HTTP server has that vulnerability and if the attacker can connect to that web server and if the attacker has at least user privilege on the web server, then the attacker can exploit that vulnerability to bypass authentication and escalate her privilege. In our analysis, tools and technologies used by the attacker are not relevant since they are not part of attack graphs.
- **Assumptions**: As an assumption of the attack graph model, the attackers are assumed to have all the required capabilities and attacking tools to exploit vulnerabilities as long as all preconditions are satisfied. We assume a series of redundant subsystems will be launched in a linear manner (in any order) after each failure and the attacker must compromise all the subsystems before causing substantial damages (e.g., a blackout). The attacker is assumed to reuse any knowledge or skills he/she may have gained during exploiting a vulnerability to attack other similar components in one or more subsystems. We focus on attacks that aim at taking control of critical assets (e.g., circuit breakers) in smart grids, and thus we ignore any reconnaissance steps but consider that attackers already have sufficient knowledge about the smart grid.

**C. Redundant Attack Graph Model**

To realize this idea, we first need to model the (both known and unknown) vulnerabilities inside a smart grid or substation, the causal relationships between such vulnerabilities (e.g., exploiting the HMI is only possible after exploiting the gateway in Figure 1), and possible ways for compromising the critical assets (e.g., the circuit breakers). To this end, we employ the widely used attack graph model, which is a directed graph with two types of nodes (i.e., exploits and conditions) and edges pointing from pre-conditions to exploits and from exploits to post-conditions. The conditions that are not post-conditions of any exploit are called the initial conditions and assumed to be satisfied initially (i.e., before any exploit occurs), whereas the sink nodes of the attack graph (which represent the critical assets) are usually called the goal conditions. An exploit can be satisfied if and only if all of the...
its pre-conditions are satisfied and satisfying an exploit leads to the attacker gaining its post-conditions. Redundant attack graph contains two or more attack graphs merged using an intermediate node. Definition 3.1 gives the formal definition of the redundant attack graph.

Definition 3.1: (Redundant Attack Graph) Given a network with set of hosts \( H \), set of services \( S \), with the service mapping \( \text{ser}(.) : H \rightarrow 2^S \), set of exploits \( E = \{ (r, h_s, h_d) \mid h_s, h_d \in H, r \in \text{ser}(h_d) \} \), and their pre- and post-conditions \( C \), a redundant attack graph is a directed acyclic graph \( G = (E \cup C, R_r \cup R_i) \) where \( R_r \subseteq C \times E \) and \( R_i \subseteq E \times C \) are pre- and post-condition relations respectively.

Our redundant attack graphs can be generated in a similarly way as regular attack graphs \([50], [51]\). Attack graph generation is conducted in three stages \([52]\) which are reachability analysis, attack graph modeling and core attack graph building. Reachability analysis determines direct reachability between network hosts. Attack graph modeling involves creating attack templates which involve conditions (capabilities required by the attacker to succeed) for attacking network assets and relationships between conditions and network elements. Attack graph building phase refers to algorithms used to build attack graphs. As an example, MulVal \([53]\) is an open source tool for attack graph generation and it models exploits as logic propositions and applies logic deduction to reach goal facts from initial facts.

Figure 2 gives an example of our redundant attack graph model. In Figure 2, each triple inside an oval indicates an exploit \( (\text{vulnerability, source host, destination host}) \) (such as \( (\text{v}_{\text{SSH}},100,200) \)) and each pair in clear text indicates a condition (e.g., a connectivity relationship such as \( (100,300) \), and a service running on a host such as \( (\text{SSH},300) \)). The nodes at the top are examples of initial conditions (such as \( \langle \text{Attacker},100 \rangle \)), whereas the node at the bottom is the goal condition (which is \( (\text{TimeDelay},\{A3,B3\}) \)). In addition to the standard notations used in attack graphs \([54], [55]\), we introduce some new notations. First, the double oval nodes represent network services with no known vulnerabilities. Such network services are considered to contain potential zero-day vulnerabilities. Second, we attach a version number to those nodes, shown in square brackets, to distinguish between different variations of the same service (e.g., Apache \([56]\) or IIS (Internet Information Services) \([57]\) for the HTTP service). Third, oval nodes with CVE numbers (such as \( \langle \text{V}_{\text{TRIP}},\text{ATTACKER},T_{21} \rangle \) in Figure 5) represent known vulnerabilities. Fourth, firewalls (\( \langle \text{Firewall},A6,F_A \rangle \)) are shown in red and represented in the same way as exploits since from the attackers’ perspective bypassing the firewall also requires exploiting a vulnerability in the firewall. The postcondition of the firewall is the connectivity behind that firewall (such as connectivity condition \( \langle A6,A2 \rangle \) is behind the firewall \( F_A \)). The firewall has only one precondition which is the name of the firewall (such as \( \langle \text{Firewall},F_A \rangle \)). Lastly, the attack graph model in Figure 3 contains intrusion detection nodes (\( (\langle \text{v}_{\text{IDS}},A7,\text{IDS}_{A1} \rangle \) and \( (\langle \text{v}_{\text{IDS}},B7,\text{IDS}_{B1} \rangle \)). The postcondition of those nodes is the failure condition (which is \( (\text{Fail},\text{Attacker}) \)). The preconditions of an intrusion detection node include the detection condition (such as \( (\text{IDS}_{A1},\text{Detect}) \)) which means that the IDS has succeeded in detecting the attack. The stage in which the attack is detected can be any postcondition of any vulnerability exploit (the privileges acquired by the attacker). If the attack has been detected in the final stage, another condition with the name “Attacked” is added. The preconditions of an IDS also include the existence of the IDS (such as \( (\text{IDS}_{A1},A7) \)), meaning that the node \( A7 \) is being monitored by an IDS with name \( \text{IDS}_{A1} \). If the fact that the attacker has acquired a privilege is not detected by IDS, then the movement by the attacker to acquire the detection condition is stealthy.

Another challenge in applying the attack graph model in our context is to model the existence of multiple subsystems and their relationships. In Figure 2, both sub-graphs for the subsystems share the same topology since subsystems are usually designed as replicas of each other. One subsystem is active each time and all others are used as backups. Since the operator will switch an active subsystem under attack to another backup subsystem, ideally the attacker would have to compromise all subsystems before he/she can bring down the entire smart grid or substation. In this sense, the relationship between those subsystems is a conjunction, which can be modeled using an intermediate exploit (e.g., node \( I \) in Figure 2), which takes the goal condition of each subsystem as its pre-condition and the final goal condition as its post-condition. The probabilities, the common parent nodes and the similarity node in Figure 6 can be ignored for now and will be discussed later.

D. Factor of Security

Following our discussions of the motivating example, we now consider how to more precisely capture those intuitions. Our key idea is to define the aforementioned “load” concept (which is used to define both the strength and stress of a system and hence its factor of safety) as the system’s level of attack resilience. To that end, we apply an existing network security metric, the \( K \)-zero day safety metric (\( k0d \)) \([55]\) to quantify the level of attack resilience. Considering each remotely accessible service to potentially contain an unknown vulnerability, the \( k0d \) metric basically counts the minimum number of such vulnerabilities required to compromise a given network asset. A larger \( k0d \) value indicates a more secure network because it is less likely for a large number of unknown vulnerabilities to co-exist and be exploitable by the same attacker. Armed with this concept, we can define the “strength” as the \( k0d \) value of the entire smart grid or substation system with the existence of all redundant subsystems taken into consideration, and the “stress” as the \( k0d \) value of a subsystem (without considering redundancy). The ratio of the two thus indicates how much more security is provided by the design of redundant subsystems than what is provided by each subsystem. We provide more details in the following.
1) The Factor of Security Metrics: To define the factor of security metrics based on the redundant attack graph model, we consider three cases.

   a) Case 1: We start with the simplest case, i.e., there is no known vulnerability (only zero-day vulnerabilities) and we are only worried about the attackers who can compromise the critical assets with the minimum effort. We first define the strength of a smart grid or substation with respect to a given critical asset as the k0d value for the whole system calculated based on the redundant attack graph model with the final goal condition. This definition indicates the level of security resilience in terms of the least number of distinct zero-day vulnerabilities required for compromising the whole system, i.e., all the subsystems. Second, we define the stress of the system as the maximum k0d value of a subsystem with respect to the same critical asset. We choose the maximum value in order to ensure a proper range of values for the factor of security, which will never exceed the number of subsystems as designed. Finally, we define the FoS (Factor of Security) as the ratio between the strength and the stress, which intuitively indicates how many subsystems a substation effectively has from the security perspective. In an ideal case, the factor of security should be equal to the number of subsystems physically present in the substation. A lower factor of security value indicates a less-than-ideal design in which the redundancy does not deliver as much security resilience as it is designed to. More formally, the strength of a system $S$ with multiple subsystems $S_i$ for a given asset $\mu$ ($\mu_i$ in $S_i$) is defined as $\text{Strength}(S, \mu) = \bigcup_{i=1}^{n} \text{k0d}(S_i, \mu_i)$. The stress is defined as $\text{Stress}(S, \mu) = \max_{\forall S_i} \text{k0d}(S_i, \mu_i)$. Taking stress and strength, the factor of security is defined as:

$$\text{Factor of Security (S, } \mu) = \frac{\text{Strength}(S, \mu)}{\text{Stress}(S, \mu)} \quad (1)$$

The factor of security, which is defined as $\text{FoS}(S, \mu) = \frac{\text{k0d}(S, \mu)}{\max (\text{k0d}(S_i, \mu_i))}$, where $i = 1 \cdots n$, and $n$ is the number of subsystems, is a semi-metric function since it satisfies the following properties of a semi-metric function [59]:

- **Self identity**: $\text{FoS}(S, \mu) = 0$ iff $\text{k0d}(S, u) = 0$, and since $\text{k0d}$ satisfies self identity as proven in [55], $\text{FoS}$ also satisfies self identity.

- **Positivity**: $\text{FoS}(S, \mu)$ satisfies positivity since both $\text{k0d}(S, \mu)$ and $\max (\text{k0d}(S_i, \mu_i))$ are positive and $\text{k0d}$ satisfies positivity [55],

- **Symmetry**: $\text{FoS}(S, \mu)$ satisfies symmetry since both $\text{k0d}(S, \mu)$ and $\max (\text{k0d}(S_i, \mu_i))$ satisfy symmetry [55].

b) Case 2: In the second case, we consider the co-existence of known vulnerabilities [60] and zero-day vulnerabilities [55]. Compared to zero-day vulnerabilities, which are typically less common and known to fewer attackers, known vulnerabilities are much easier to exploit; equivalently, they provide much less attack resilience from the defender’s perspective, and should count less than a zero-day vulnerability (which counts as 1 in calculating the k0d metric). The probability of successfully exploiting a known vulnerability should reflect the relative difficulty of exploiting that vulnerability [60]. Instead of assigning arbitrary values, we employ the standard CVSS (Common Vulnerability Scoring System) scores of known vulnerabilities [61], which are readily available in the public vulnerability database (which is updated frequently and can be accessed through [62] or accessed through an API (Application Programming Interface) from [58]). CVSS measures the impact of each individual vulnerability and it also contains environmental metrics [63]. We normalize the CVSS score of a known vulnerability (which ranges between 0.0 and 10.0) in order to convert the vulnerability score to a probability of exploiting the vulnerability as: $\frac{\text{CVSS}}{10}$, which is usually called the attack likelihood (or probability) of the vulnerability. As an example, the probability of a known vulnerability CVE-2012-0022 (used later in our discussions) is 0.5 (the CVSS score is 5.0). For zero-day vulnerabilities, we follow the existing approach [60] of modeling them as a special kind of vulnerabilities with following CVSS base metrics: remediation level “unavailable”, report confidence “unknown”, and exploitability “unproven that exploit exists”. With those values as inputs to the CVSS equation [61], the CVSS score is calculated as 0.8 and therefore a nominal probability 0.08 is assigned to zero-day vulnerabilities. Finally, with probabilities obtained for both known and zero-day vulnerabilities, we can then convert each exploit of a known vulnerability into an equivalent number of exploits of zero-day vulnerabilities, and use the result inside the same calculation of the FoS metric as in the above Case 1 using Equation 1.

$$\log_{0.08}(\text{Probability of the Vulnerability}) \quad (2)$$

c) Case 3: The previous two cases are based on the worst case scenario (from the defender’s point of view) which provides a useful lower bound for the level of security resilience against the best attackers who can always follow the shortest paths. In the last case, we consider other attackers who may not (be able to) follow the shortest path, and we propose an average case-based metric, called the PfoS (Probabilistic Factor of Security). For this purpose, we adopt the Bayesian network-based attack graph model introduced in [54]. We first construct a Bayesian network using the attack graph as the DAG (Directed Acyclic Graph). The probabilities assigned to vulnerabilities (CVSS divided by 10 for known vulnerabilities and 0.08 for zero-day vulnerabilities) are interpreted as the conditional probabilities that the exploits of corresponding vulnerabilities can be executed given all the pre-conditions are already satisfied. Additional conditional probabilities also need to be defined to encode the logical AND and OR relationships between pre- and post-conditions. In addition, as shown in Figure 2, common parents are added to exploit nodes sharing the same vulnerabilities to represent the fact that, if one of those exploits is already executed, the rest would have a much higher conditional probability of being executed. To reflect this, for exploit nodes connected to a common parent, the conditional probability has a higher value (e.g., 0.9) when all of their preconditions (including the common parent node) are...
satisfied. Finally, in order to model two components which are similar but not identical (e.g., two versions of the software), we have introduced the similarity nodes (an example is shown in Figure 6).

Next, we perform Bayesian inferences based on the constructed Bayesian network as follows. We assign all initial conditions with probability 1 and calculate the probabilities of the goal condition inside each subsystem, and that of the goal condition of the entire system. We then use above Equation 2 to convert these probabilities into the equivalent number of zero-day exploits corresponding to the entire system, denote as $k_0d_S$, and that of the $i^{th}$ subsystem, denoted as $k_0d_i$. Finally, the strength of a system $S$ with multiple subsystems $S_i$ for a given asset $\mu_i$ in $S_i$ is defined as $\text{Strength}(S, \mu) = k_0d$, and the stress is defined as $\text{Stress}(S, \mu) = \max_{S_i} k_0d_i$. With those definitions, the factor of security can be calculated as usual using Equation 1.

### IV. Applying FoS to Smart Grids and Substations

In this section, we illustrate how our FoS metrics can be applied to both the smart grid substations and the smart grid distribution domain to evaluate the security effectiveness of redundant subsystems. Specifically, we apply the metrics to two station specific attack scenarios, namely, the PTP (Precision Time Protocol) time delay attack [28] and the tripping circuit breakers attack [11], and two attack scenarios in smart grids, namely, the cascading link failure attack [45] and the coordinated attack against substations and transmission lines [64].

#### A. Attack Scenarios in IEC 61850 Substations

1) **PTP Time Delay Attack:** PTP is a protocol used to synchronize clocks in a network. The PTP time delay attack aims to delay PTP messages which are used for time synchronization in IEC 61850 substations [28]. Time synchronization among IEDs in substations is important since lack of time synchronization can lead to control center making wrong decisions such as scheduling the power demand inefficiently [34]. PTP requires a master clock, which acts as the main time source, and slave clocks, which get timing information from the master clock. In our substation model (Figure 1), the GPS clocks (nodes A3 and B3) are PTP masters for each subsystem. In order to attack this protocol, the attacker needs to delay or modify messages used in PTP for time synchronization [28]. The attacker could be located physically close to the substation such that he/she can utilize a GPS simulator to spoof GPS messages [35]. The attacker could also launch the attack through remotely accessing the substation, e.g., by compromising substation gateways (nodes A6 or B6) or by causing a malware to be installed on the remote operator’s machine (node 200). In this scenario, we do not assume the physical proximity but consider the latter case.

Figure 2 shows our attack graph model for the PTP time delay attack. The attacker can either compromise the remote operator or the control center in order to gain access to the substation gateway. After compromising the substation gateway, the attacker needs to compromise the workstation and then the GPS server to cause a time delay. Therefore, to compromise each subsystem, the attacker needs to exploit totally five vulnerabilities (one in SSH version 1, SSH version 2, or HTTP version 1, followed by one in the gateway, one in workstation and one in the GPS server and also the firewall) to compromise each subsystem, and the $k_0d$ value of each subsystem is 5 (since all vulnerabilities are assumed to be zero-day). On the other hand, in order to compromise the whole system, the attacker needs totally nine distinct vulnerabilities (one in SSH version 1, one in Gateway version 1, one in Gateway version 2, one in SCADA version 1, one in SCADA version 2, one in GPS version 1, one in GPS version 2, one in Firewall version 1, and one in Firewall version 2), so the FoS (Factor of Security) can be calculated as the following.

$$\text{FoS} = \frac{9}{\max(5,5)} = 1.8$$

**Observation:** This simple application of the FoS metric can lead to the following observations. First, as it can be seen, the FoS value is less than two because part of the attack graph (exploits of the remote operator’s machine or network services of the control center) is shared by both subsystems. The lesson is that, while it is common for redundant subsystems to share certain external components, such shared components may lead to common attack surface between the subsystems and hence reduce the overall security effectiveness. Second, we can see that diversity in the gateway (nodes A6 and B6) and GPS servers (nodes A3 and B3) between the two subsystems (i.e., the two subsystems are using two different versions of those services) is the key to improve the FoS value, even though diversifying such components may or may not be feasible in practice due to the implied costs.

For the calculation of the PFoS (Probabilistic Factor of Security), we perform Bayesian inference on the goal condition of each subsystem, which is $\langle \text{TIME_DELAY, A3} \rangle$ and $\langle \text{TIME_DELAY, B3} \rangle$, respectively, and on the goal condition of the whole system, which is $\langle \text{TIME_DELAY, \{A3, B3\}} \rangle$. Probabilities for those nodes can be calculated as follows.

- $\Pr(\langle \text{TIME_DELAY, A3} \rangle) = 0.0000082037$
- $\Pr(\langle \text{TIME_DELAY, B3} \rangle) = 0.0000082037$
- $\Pr(\langle \text{TIME_DELAY, \{A3, B3\}} \rangle) = 0.0000000003$

By taking those probabilities into account, PFoS can be calculated as follows.

$$L_0 \leftarrow \log_{0.08}(0.0000082037) = 4.63665$$
$$L_1 \leftarrow \log_{0.08}(0.0000082037) = 4.63665$$
$$L_2 \leftarrow \log_{0.08}(0.0000000003) = 8.681549$$

$$\text{PFoS} = \frac{L_0}{\max(L_1, L_2)} = 1.87237$$

**Observation:** We can observe that, in contrast to the calculation of FoS, the strength and stress under PFoS both become
slightly less. This is mainly due to the existence of multiple attack paths, which is taken into consideration under PFoS, whereas only one (the shortest) path is considered under FoS. While the difference is not significant in this case (since there are only a few attack paths), in general, the two metrics may behave quite differently (hence it is important to consider both) especially when there exist a large number of attack paths. We will investigate this further through simulations in Section V.

2) Tripping Circuit Breakers Attack: Circuit breakers are responsible for protecting transmission lines from damages due to excess current. To illustrate, transmission line failures were seen in 2003 Northeastern blackout [65]; even though this blackout was not a result of a cyber attack, this could as well be the case since an attacker who has access to the substation HMI will be able to send trip commands remotely from the HMI to Protection IEDs [11]. In the Ukraine attack [4], attackers have tripped circuit breakers by sending remote commands, and they also have changed the firmware contained in IEDs to delay repair attempts.

Figure 3 shows the attack graph representation of the tripping circuit breakers attack. The attacker must compromise protection IEDs in order to trip circuit breakers. In order to do so, the attacker needs to first compromise the gateway and the HMI for gaining access to protection IEDs. For each subsystem, the attacker may be detected at the last step of the attack using \( IDS_{A \_1} \) and \( IDS_{B \_1} \), respectively. In Figure 3, the attacker needs to exploit four different vulnerabilities for each subsystem. On the other hand, to compromise the whole system, the attacker needs six different vulnerabilities (note that the same version number of both protection IEDs, A7, and B7, indicate these are identically configured), so the FoS (Factor of Security) in this scenario can be calculated as follows.

\[
FoS = \frac{6}{\max\{4, 4\}} = 1.5
\]

For the calculation of the PFoS (Probabilistic Factor of Security), we perform Bayesian inference on the goal conditions of subsystems, \( (TRIPPED, A7) \) and \( (TRIPPED, B7) \), and on the goal condition of the whole system, \( (TRIPPED, \{A7, B7\}) \). Probabilities for those nodes can be calculated as follows.

- \( Pr((TRIPPED, A7)) = 0.000035454017 \)
- \( Pr((TRIPPED, B7)) = 0.000035454017 \)
- \( Pr((TRIPPED, \{A7, B7\})) = 0.000000007 \)

By taking those probabilities into account, PFoS can be calculated as:

\[
L0 \leftarrow \log_{0.08}(0.000000007) = 7.434431
\]
\[
L1 \leftarrow \log_{0.08}(0.000035454017) = 4.057310
\]
\[
L2 \leftarrow \log_{0.08}(0.000035454017) = 4.057310
\]
\[
PFoS = \frac{L0}{\max(L1, L2)} = 1.832354
\]

Observation: Comparing those two attack scenarios, we can observe that, the FoS metrics yield different values for different attack scenarios even though those are both with respect to the same underlying substation. In practice, the smart grid operator will need to assign weights to those results to reflect the relative importance of those different threats, and
aggregate the weighted results to evaluate the overall security effectiveness of the design. Also note that, the existence of IDSs does not affect FoS since FoS only depends on the shortest attack path, which would not include an IDS as it will cause the attack to fail. On the other hand, PFoS may be affected by IDSs since PFoS consider all attack paths, and an IDS may cause some attack paths to diverge to the failure nodes and hence reduce the probability of the attack.

B. Attack Scenarios in the Smart Grid Distribution Domain

1) Cascading Link Failure Analysis: The Cascading Link Failure Analysis is introduced in [45]. In this attack scenario, the smart grid network is modeled as a directed graph where the nodes include producer nodes (power generators), intermediate nodes (substations) and consumer nodes (end users), and the edges represent power and communication lines. The goal of attackers is to cause as much power loss as possible by attacking minimal number of transmission and communication lines. If attackers disconnect all incoming power or communication lines to a consumer node, this will cause a blackout at the consumer node. Figure 4 shows a smart grid network which consists of a transmission network and a communication network. In this system, N1 and N2 are consumer nodes, S1 and S2 are transmission substations, S3 is a distribution substation, T1, T2, ···, T6 are transmission lines. C1, C2, C3, and C4 are communication lines. Assuming S1 and S2 are secure and cannot be attacked, in order to cause a blackout in the area N1, attackers could choose to compromise any of the following combinations, T2 and T5, C1 and C3, or both.

In Figure 5, the attacker needs to follow one of the three paths to compromise each subsystem. Among those paths, the shortest path is the path containing two known vulnerabilities (CVE-2012-1442, CVE-2012-0022). Therefore, the attacker can trip T2_1 and T5_1 to cause a blackout in the area N1_1. The k0d value for the shortest path can be calculated as follows.

\[
k0d (T2_1 \rightarrow T5_1, \{\text{Blackout, N1}_1\}) = \log_{10}(0.43) + \log_{10}(0.5) = 0.3341 + 0.2744 = 0.6095
\]

Similarly, the same two known vulnerabilities can be used to compromise the second subsystem and the k0d value can be calculated as \(k0d (T2_2 \rightarrow T5_2, \{\text{Blackout, N1}_2\}) = 0.6095\).

For the whole system, the attacker can use the same two known vulnerabilities to compromise both subsystems and reach the goal condition “(Blackout, \{N1_1, N1_2\})”. Therefore, the k0d value for the whole system can be calculated as: \(AL (T2_1 \rightarrow T5_1 \rightarrow T2_2 \rightarrow T5_2, \{\text{Blackout, 0}\}) = 0.6095\).

By taking those into account, the FoS value can be calculated as follows.

\[
FoS = \frac{0.6095}{\max(0.6095, 0.6095)} = 1.0
\]

For the PFoS metric, we perform Bayesian inference on subsystem goal conditions, which are “(Blackout, N1_1)” and “(Blackout, N1_2)”, and the goal condition of the whole system and the probability can be calculated as follows.

- \(Pr(\text{Blackout, N1}_1) = 0.227665\)
- \(Pr(\text{Blackout, N1}_2) = 0.13325522\)
- \(Pr(\{\text{Blackout, N1}_1, N1_2\}) = 0.0082365287\)

By taking all of those probabilities into account, the PFoS can be calculated as follows.

\[
PFoS = \frac{L1}{\max(L1, L2)} \approx 1.105757
\]

Observation: It can be seen that, in this special case, the FoS value of 1 indicates that the design of two subsystems provides no advantage in terms of security resilience against attackers who follow the shortest attack paths. On the other hand, the PFoS value indicates a slightly more optimistic scenario in which attackers may not necessarily (be able to) follow the shortest paths, and hence the redundancy still provides a little more security resilience against such attackers. This is also usually (not always) true in general, i.e., the PFoS is slightly more optimistic than FoS since the former is designed to reflect the average case scenario (i.e., attackers may or may not have the skills and resources to take advantage of the shortest paths).

2) Coordinated Attack against Substations and Transmission Lines: Originally, coordinated attack against substations and transmission lines is presented in [64]. In this attack, attackers concurrently target combinations of substations and transmission lines. Assuming that substations S1 and S2 are secure and cannot be attacked, the attacker has to target S3 and transmission line T2, and optionally target transmission lines T1 and T5 in order to cause a blackout in the area N1.

Figure 6 demonstrates the attack graph of the coordinated attack against substation S3 and transmission T2. Attackers can attack substations by compromising substation gateways and attack transmission lines by tripping circuit breakers. In Figure 6, the attacker can first trip the circuit breaker, T2_1, and then compromise the gateway of the substation S3_1, which gives the shortest attack path with the least k0d value. Since T2_1 contains a zero-day vulnerability, exploiting it...
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\[ FoS = \frac{2.1139}{\text{max}(1.1139, 1.1139)} = 1.897747 \]

For the calculation of PFoS, we also consider the similarity node in Figure 6 since \( T2_1 \) and \( T2_2 \) are considered as different but similar IEDs (e.g., different versions). After adding that similarity node, Bayesian inference is performed on goal conditions of subsystems, \( \text{BLACKOUT}, \{N1_1, N1_2\} \) and \( \text{BLACKOUT}, \{N1_1, N1_2\} \), and for the goal condition of the whole system, \( \text{BLACKOUT}, \{N1_1, N1_2\} \). Probabilities for those nodes are calculated as follows.

\[ \Pr(\text{BLACKOUT}, N1_1) = 0.0603624 \]
\[ \Pr(\text{BLACKOUT}, N1_2) = 0.048270 \]
\[ \Pr(\text{BLACKOUT}, \{N1_1, N1_2\}) = 0.018565262 \]

By taking those probabilities into account, the PFoS can be calculated as follows.

\[ L0 \leftarrow \log_{0.08}(0.018565262) = 1.57834 \]
\[ L1 \leftarrow \log_{0.08}(0.048270) = 1.200027 \]
\[ L2 \leftarrow \log_{0.08}(0.0603624) = 1.1115164 \]
\[ PFoS = \frac{L0}{\text{max}(L1, L2)} = 1.31525374 \]

Observation: It can be seen that, in this special case, the PFoS value is actually smaller than the FoS value, which is opposite to most cases seen above and to the general pattern that FoS would be slightly more optimistic. Therefore, the behavior of those metrics is not always straightforward, and
we will investigate this further in the coming section through simulations.

V. SIMULATIONS

A. Experimental Design

Our simulations are performed on both substation level and smart grid level. We are using IEEE 14 bus [66] for the smart grid level. The IEEE 14 bus does not originally include communication lines, so we make additional effort to add communication lines into IEEE 14 Bus following the literature [31], [45]. In [31], the authors provide communication infrastructure topology for IEEE 14 Bus system and the same communication topology is used in [45]. After adding communication infrastructure to IEEE 14 Bus, we develop attack graphs which include ways in which Bus 5 in IEEE 14 Bus can be attacked in order to cause a blackout, similar to ones in Figures 5 and 6. Energy components and control elements are not considered as parts of the attack graph modeling. Attack graph for the IEEE 14 Bus and other attack graphs shown in the previous section are taken as seed graphs for generating attack graphs. For a given seed graph, a host is added with randomly chosen set of services and random connections are added between the newly added host and existing hosts. Known vulnerabilities are randomly chosen from the vulnerability database, CVE [62]. Zero-day vulnerabilities are assumed to exist in most services. After adding hosts, firewalls and intrusion detection systems are added into attack graphs. Firewalls are added by choosing a random connection condition in the attack graph and putting that connection condition behind a firewall. IDSes are added by choosing a random privilege condition (which is not included in initial conditions) and adding a connection from the chosen random privilege condition to IDS exploit and from IDS exploit to the failure condition.

All simulations are performed on MacOS Mojave 10.14.1 with 2.9 GhZ Core i7 processor and 16 GB RAM. The attack graph generation and FoS calculation are implemented in python 3.6, and the Bayesian inference is based on the automated reasoning tool SamIam [67]. Our experimental setup is summarized in Table II. Section V-B compares the FoS and PFoS in different substation setups. Section V-C studies both metrics with security aspects and Section V-D provides an extensive study with extra security mechanisms. Section V-E studies behavior of metrics with respect to different types of attacks and their combinations.

B. Comparison between FoS and PFoS

In this section, we evaluate the behavior of the metrics based on substation setups. Our first simulation aims to determine how our metrics would behave under different sizes of systems, e.g., when the utility expands their smart grid network or substations. This simulation is based on over 5,000 attack graphs. First, we group attack graphs with similar sizes together and calculate the average FoS and PFoS values for each group. In addition, we generate a set of capabilities.
the resource pool size further increases since other factors, such as the shared components between subsystems, become more dominant. Therefore, investing in diversity may improve the security effectiveness to some extent, but ultimately the system design (the topology) becomes the determining factor. Nonetheless, the number of successful attackers still follows a reversed trend as the metrics.

Our third simulation aims to determine how metrics behave at the smart grid level. We developed attack graph models for the IEEE 14 Bus system with communication lines [45], and such attack graphs are taken as seed graphs to generate more attack graphs. We perform simulations to see how the number of successful attackers would change as both metrics increase.

Results and Implications: As it can be seen in Figure 7c, in IEEE 14 Bus systems, the number of successful attackers almost decreases linearly in FoS. The FoS also covers the full range of values between 1 and 2. The PfoS only starts from 1.2 and ends around 1.9, and there is a sharper decrease in the number of attackers before the PfoS value of 1.4. The limited range of values for PfoS is mostly due to average nature of PfoS (i.e., no systems could yield a value less than 1.2 when taking into consideration all the attack paths), which also explains the sharper decrease initially in the number of attackers w.r.t. PfoS (i.e., more systems are clustered around the same PfoS values).

Our fourth simulation aims to determine the relationship between FoS and PfoS. We group attack graphs with similar ranges of FoS values and analyze the relationship between their PfoS values and the number of attack paths (since the key difference between FoS and PfoS is the number of paths that is taken into consideration).

Results and Implications: As it can be seen in Figure 7d, for smaller values of FoS (lower curves), PfoS clearly increases in the number of paths. As FoS gets larger, the trend becomes less obvious (i.e., there is no significant difference between FoS and PfoS). This indicates that, for systems with a smaller value of FoS but a larger number of attack paths (which means the system is poorly designed in terms of both security and redundancy), the difference between the two metrics (i.e., PfoS is more optimistic than FoS) becomes more significant, and hence it becomes more important to consider both metrics at the same time. Conversely, for better designed systems with higher FoS values or fewer paths, the two metrics behave similarly and thus one might be enough.

C. Metrics vs Security Aspects

In this section we simulate various security aspects to observe the behavior of FoS and PfoS. One unique aspect of cyber-physical systems like smart grids is that some components may only be available from a small number of manufacturers, and diversifying such components in practice may not be feasible. Therefore, our next two simulations analyze the effect of such components to the security effectiveness of redundant systems. The fifth simulation analyzes how our metrics behave when IEDs cannot be diversified.

Results and Implications: In Figure 8a, we can see that both metrics yield lower values when IEDs cannot be diversified.
While FoS almost linearly decreases in graph sizes when IEDs can be diversified, the decrease flattens at a certain point in the other three cases, since the role of diversity diminishes and other factors such as the topology becomes more dominant.

Our sixth simulation analyzes how metrics behave when communication equipment cannot be diversified. Since communication in smart grid networks or IEC 61850 substations must follow specific protocols, this is a realistic scenario.

Results and Implications: In Figure 8b, as it can be seen, the gap between metric values (with and without diversity) becomes less compared to the previous case (diversification of IEDs). This implies that the diversity of different components in a system may be of different significance w.r.t. the effect on the overall security effectiveness of the redundant design, e.g., diversifying the IEDs may yield more benefit than diversifying the communication equipment.

Our seventh and eight simulations analyze how the percentage of zero-day vulnerabilities to known vulnerabilities affects the metrics. Two experiments are performed where all the vulnerabilities are assumed to be zero-day in the first, and half of the vulnerabilities are zero-day and known, respectively, in the second.

Results and Implications: Figure 8c shows how metrics behave when all vulnerabilities are assumed to be zero-day. As it can be seen, metrics behave similarly when all vulnerabilities are zero-day since all vulnerabilities will be treated the same. Figure 8d shows how metrics behave when half of the vulnerabilities are zero-day and the other half of vulnerabilities are known. In that case, the metrics diverge slightly due to the increasing uncertainty in the CVSS scores of known vulnerabilities.

Our last set of simulations demonstrate how the FoS metric behaves when applied to one specific attack in the IEC 61850 substations. The two simulations are performed by generating attack graph models specifically for the PTP time delay attack-based seed graphs. We focus on the FoS metric, and we fix the $k_{old}$ value of each subsystem while assuming that all vulnerabilities are zero-day.

Results and Implications: As it can be seen in Figures 8e and 8f, the attack graphs are much smaller in this case since we are considering one specific attack in a subsystem. We can observe that the results are quite similar to previous cases, i.e., as the size of substations increases, FoS decreases as the number of successful attackers follows a reversed trend. Also, although larger substations may yield larger $k_{old}$ values, the size does not have as significant effects on the FoS values. In conclusion, the metrics can be applied w.r.t. to one attack or multiple attacks, and are applicable to both substations and the distribution domains.

D. Security Mechanisms and Similarity

Our first two simulations aim to study the effect of an increasing number of security mechanisms including firewalls and IDSs on our metrics. In those experiments, we inject firewalls and IDSs at random locations of each subsystem.

Results and Implications: In Figure 8a, we can see that both FoS and PFoS increase, although the trend is slightly different. This is because adding firewalls can potentially increase the length of the shortest path for the whole system more than it does for the shortest path of each subsystem in the case of FoS. For PFoS, adding firewalls increases the length of one or more attack paths. However, as we can see from the results, such an increase is not always significant. In Figure 9b, as it can be seen, adding IDSs does not affect FoS since FoS is only based on the shortest attack path (which will not include detected attacks). On the other hand, PFoS increases as the number of IDSs increase, since the probability that the attacker can reach the final goal or any of subgoals decreases due to the increased detection. This difference also shows the importance of considering both FoS and PFoS in practice.

Our third and fourth simulations study the relationship between component similarity and the metrics. We consider two cases as follows. First, in the case where the similarity between components can be fully quantified or estimated, the average similarity score can be used to represent the relative level of similarity between components. Second, in the case where operators prefer a more simplistic approach of simply regarding some components as “different”, the percentage of similar components can be used. In our simulations, the similarity score of each component is assigned following a uniform distribution between 0.0 and 1.0 and the percentage of similar components is varied from 0.2 to 0.8.

Results and Implications: In Figure 9c, as it can be seen, as the average similarity score increases, FoS is not affected much since the length of the shortest path used in FoS does not consider the similarity between components. On the other hand, PFoS decreases as the average similarity score increases. This is expected since the probability of exploiting the whole system increases with a higher level of similarity between the subsystems’ components. In 9d, it can be seen that the percentage of similar components has no effect on FoS (the reason is similar to the previous case), while it does affect PFoS with a similar trend as in the previous case, which again
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Fig. 11b: It can be seen that the metric values for attacks even when different types of attacks are combined, the metrics FoS and PFoS shows the importance of considering both metrics.

E. Different Types of Attacks

Our first two simulations aim to analyze how metrics change with respect to attacks against cyber components or attacks against IEDs in the substation.

Results and Implications: In Figures 10a and 10b, we can see that metrics and number of attackers who can succeed show a reverse trend. Metric values (FoS and PFoS) are generally larger in the case of attacks against IEDs since attacking IEDs require the attacker to compromise the substation HMI or the workstation. For both attacks against cyber components and IEDs, improving FoS and PFoS improves the security posture of the substation with respect to redundancy. However, for the case of attacks against IEDs, even a small increase in FoS and PFoS causes large decrease in the number of attackers who can compromise both subsystems, compared to attacks against cyber components. This implies that adding a bit diversity in IEDs, such as using different products from the same supplier for an IED as backups, improves the security posture of the substation with respect to redundancy significantly.

Our third and fourth simulations study combinations of different types of attacks in the substation and different types of attacks in the smart grid. For the case of the substation, we combined attacks against cyber components and attacks against IEDs. For the case of the smart grid, we considered four scenarios which are attacking transmission lines only, attacking communication lines only, attacking substations only and attacking both substations and communication lines.

Results and Implications: In Figure 11a, it can be seen that even when different types of attacks are combined, the metrics and number of successful attackers show a reverse trend. In Figure 11b, it can be seen that the metric values for attacks involving transmission lines only is higher since most power systems are designed with N-1 reliability criteria, which means the attacker has to compromise at least two transmission lines in order to compromise the power system. However, the same is not necessarily true for communication lines or substations.

VI. RELATED WORK

The research on analyzing the impact of cyber-physical attacks on smart grid and its components has received significant attention. The reliability impact of four different attack scenarios against substations are analyzed in [11] and it is concluded that there is an opposite trend between reliability and the skill level of attackers. In [32], the authors analyze cyber attack scenarios in integrated wind farm SCADA architecture using the Bayesian attack graph model and indicate that reliability decreases as the frequency of successful attacks and skill levels of attackers increase. Bayesian network model is also used in [29] to quantitatively assess the security risk level of SCADA systems and its effectiveness is demonstrated through simulations. In [68], the authors develop a Bayesian model to evaluate cyber security in nuclear facilities and demonstrate its usefulness through simulations. In [69], the authors model causal relationships between devices in a cyber-physical system using Bayesian model and show its effectiveness for classifying cyber and physical events. In [70], the authors develop a graphical model for representing relationships between vulnerabilities in IoT devices and verify their approach with simulations for different graph sizes. While we also apply similar attack graph and Bayesian network-based techniques, our focus in this paper is different, i.e., on evaluating the security effectiveness of redundancy in smart grid and IEC 61850 substations, which has seen little effort in the literature.

The power system contingency analysis refers to analyzing the impact of failures of different components in the power system and it can be extended to cover contingencies due to cyber attacks in addition to contingencies due to natural faults [13], [14]. In [13], the authors develop a framework for performing impact analysis based on a cyber-physical network to identify critical links, i.e., links which should be the main focus of applying security measures such as adding firewalls or intrusion detection systems. A cyber-physical model for hierarchical control systems is proposed in [71] to evaluate how control commands can influence the power system and it is shown that model-based methods can improve the efficiency of simulation-based methods. Zero-sum Markov games are used to model the interaction between attackers and defenders in [72]; the authors also show how the defender can mislead the attacker through simulations on IEEE 14 Bus system and WECC 9 Bus system. It is shown that attackers can destabilize the power system by controlling multiple circuit breakers and tripping them in a coordinated way in [42]. A multi-stage approach to monitor $n - k$ contingencies is proposed in [73]. A resilience metric is developed and evaluated in [33]. Those works related to contingency analysis help in identifying critical links or components in the power system. Our focus is slightly different although the shortest attack paths used in defining our FoS metric can also be considered as a form of critical links.
The research on redundancy and security in critical control systems has also received significant attention. In [15], the authors propose recovery strategies for restoring controllability in a critical control system following failures in nodes and links. In [16], the authors define control areas which are vulnerable to attacks utilizing dependency graphs. In [74], the authors propose an attack model which involves attacks through vertex removal. In [75], the authors extend the work in [74] by considering combinations of different types of attacks, rather than just considering vertex removal. In [76], the authors propose a policy enforcement system for the heterogeneous smart grid network. In [77], the authors consider restoration of the network using redundant edges. In [78], the authors utilize backup links to ensure that the system is observable when it is attacked using advanced persistent threats. In [79], the authors provide a redundancy based restoration approach by taking the standard IEC 62351 into account. In [80], the authors define a checkpoint based model to produce sufficient data redundancy. This paper differs from those in the sense that we focus on a different aspect which is evaluating the security posture of the system designed as redundant subsystems rather than recovery of the control structure of the system after the system is attacked.

Our work is inspired by the k zero-day safety metric [55] and our Bayesian network-based model is inspired by the existing work on network diversity [54]. However, both works are designed for traditional networks where no redundant subsystems exist. In the context of smart grids, a metric called “exposure” is designed which measures the level of exposure of critical assets [81]; a higher value of exposure means less security for critical assets and the metric is verified by applying it in the context of AMI (Advanced Metering Infrastructure). Metrics measuring the vulnerability of the state estimator to stealthy attacks are proposed in [82] with algorithms for calculating the metrics and verification of their effectiveness. In [83], security metrics are used to quantify the security of each component based on their distance to the critical asset. In [12], several attack graph-based metrics are developed to prioritize assets based on their criticality to the system. The authors in [84] provide a systematic study of model-based and quantitative security metrics. Despite such existing efforts, to the best of our knowledge, little effort exist on quantitatively evaluating the security effectiveness of redundancy in smart grids, which has motivated our work.

VII. CONCLUSION

In this paper, we have proposed two novel security metrics, namely, the factor of security (FoS) and the probabilistic factor of security (PFoS) to evaluate the security effectiveness of redundant subsystems in smart grids and substations. Specifically, we have provided a concrete design of substation based on IEC 61850 and standard industrial practices. We have adopted the existing factor of safety metric to the context of smart grid security based on the attack graph model to formally define our FoS and PFoS metrics. We have applied the metrics to several attack scenarios in both substations and the smart grid distribution domain. Those attack scenarios have clearly illustrated that our metrics could allow a quantitative understanding about how effective redundant designs are w.r.t. security resilience. We have performed simulations to study how the metrics would behave in different scenarios, and our results demonstrated how the metrics may help answer useful questions about security planning and prioritization in smart grid and substations. The main limitations and our future directions are as follows. First, the metrics do not directly provide a solution for improvement, and hence we plan to develop optimization-based hardening solutions to automatically improve the factor security under given cost constraints. Second, we have focused on external attackers and do not consider inside threats, and we plan to extend our model to cover such threats. Finally, we have relied on simulations and our future work will further evaluate the methodology based on a real testbed.
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