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**Abstract**—Binary authorship characterization refers to the process of identifying stylistic characteristics that are related to the author of an anonymous binary code. The aim is to automate the laborious and error-prone reverse engineering task of discovering information related to the author(s) of binary code. This paper presents CPA, a novel approach for characterizing the authors of program binaries. Instead of using generic features such as n-grams, CPA proposes a set of new features based on collections of various aspects of author style, including author code traits, code structure characteristics, and author expertise in solving coding tasks. It employs the Latent Dirichlet Allocation (LDA) algorithm to generate author style signatures to help identify similar author style characteristics in other binaries. We evaluated CPA on large datasets extracted from selected open-source C/C++ projects in GitHub and Google Code Jam events, and it successfully attributed a large number of authors with a significantly higher $F_1$ score: around 91% when the number of authors was 1,500. In addition, the false positive rate was low, around 1.5%. When the code was subjected to refactoring techniques or code transformation or was processed using different compilers/compilation settings, there was no significant drop in accuracy, demonstrating the robustness of our tool. Finally, in the case of code written by multiple authors, CPA was able to identify the authors with a high $F_1$ score, around 89%.

**Index Terms**—Binary Code Analysis, Reverse Engineering, Authorship Characterization, LDA.
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**I. INTRODUCTION**

**Binary** authorship characterization refers to the process of identifying stylistic characteristics that are related to the author of an anonymous binary code. The ability to conduct such analyses at the binary level is especially important for security applications because the source code for malware is seldom available. There are two primary difficulties that arise when computerizing binary authorship categorization. Firstly, there are numerous elements that are in the source code but are missing from the binary code, such as variable names. Secondly, analysis of binary codes requires greater time and resources than analysis of their related source codes. Although there have been great endeavors to implement automated source code authorship attribution [1], [2], the methods frequently entail dependence on aspects that have a high probability of being dropped in the strings of bytes that denote binary code following the process of compilation. These include the naming of variables and functions, original control and data flow structures, comments, and the layout of space.

To this end, a few approaches to binary authorship attribution have been proposed; typically, they employ machine learning methods to extract unique features for each author and then match a given binary against such features to identify the author [3]–[5]. These approaches share the following limitations: the chosen features are generally not related to author style but rather to functionality; significantly lower accuracy is observed in the case of multiple authors [6]; the approaches are easily defeated by refactoring techniques or code transformation methods; and the approaches handle only one platform (e.g., x86). Dealing with the binary authorship characterization problem requires novel features that can capture author style characteristics, such as a preference for using specific compilers, keywords, reused packages, implementation frameworks, and binary timestamps.

**Key idea.** Security practitioners have encountered an increasing need to analyze binaries across multiple platforms, e.g., x86, ARM, or MIPS [7]. A more serious issue is that the rapidly evolving mobile and embedded market makes any binary authorship platform-specific solution ineffective [8]. Thus, choosing the right features is crucial for effective binary authorship characterization since what is unique in a particular binary may be attributed to either the author, the compiler, or functionality, which may result in a high false positive rate. Unfortunately, the aim of existing efforts devoted to binary authorship attribution is to identify the author of a single-platform binary code within a set of repositories of known authors, but such approaches are not applicable when the authors are unseen. An important advantage of CPA is that it classifies unseen authors according to their stylistic characteristics. This might help CPA create credible links between binaries originating from the same group of authors. To achieve these goals, CPA performs the following tasks. First, it employs Zipr [9], a static binary rewriter, to eliminate the effects caused by the choice of compiler and the compilation settings. We chose Zipr since, in the literature, it is widely regarded as a practical tool [10]–[12].

Moreover, it has been shown that Zipr can be applied to malware binaries. It has also been used in the DARPA Cyber Grand Challenge (CGC), the first fully automated cyber hacking contest [13]. In this work, it enables both space- and time-efficient analysis after the optimization effects introduced by the compiler are eliminated.

Second, it uses a set of features that labels compiler-related,
library-related, and user-related functions. Third, after labeling, CPA captures code traits from the user-related functions of different aspects, such as implementation details, infrastructure attributes, memory allocation habits, reused specific packages, the use of specific resources, and other traits. To this end, we identify a set of new features that defines authorship style characteristics; these are extracted from the static domain. Extracting features from various aspects helps to avoid excessive reliance on the binary representation of a sample [14], making it difficult for adversaries to fake all features on all levels.

**System overview.** The starting point for CPA is a set of known authors and samples of their binary code as ground truth files. The binaries are rewritten by Zipr [9] to enable both the space and time efficient transformation of binaries.

Then, the modified set of binaries is passed to a set of filters which label the user-related functions. These are passed to Angr [15], which lifts them to the intermediate language (IR), avoiding the effects of using different platforms. We chose Angr because it incorporates components that conduct data dependency analysis and value set analysis (VSA). These components were used to perform data flow analysis. In addition, it is known in the literature as a powerful, user-friendly framework [15].

After that, the set of features are extracted from IR. More precisely, we define the novel author attribution graph (AAG) based on the annotated control flow graph (ACFG) and the data flow graph (DFG). Merging them may provide clues about an author’s style characteristics in implementing a task that reflects his or her expertise. Inspired by existing natural language processing efforts [16]–[19], we propose a new graph which we call the Graph-of-API keywords (GoA); it is a better representation of author preferences and skills in manipulating API calls. All the extracted features are passed to a decision tree, which selects the best set. Then, the features in this set are ranked based on mutual information. Finally, the top ranked features are passed to the Latent Dirichlet Allocation (LDA) algorithm to generate a set of signatures that represents the author style characteristics. The signatures generated are used for clustering/classification: the Jaccard distance is used for clustering, as shown in Section IV-A and Section IV-B, and K-means are used for clustering, as shown in Section VIII-B. The rationale for applying LDA to binary authorship characterization signature generation is that it can extract key content from encoded strings in binary code. To minimize the false positive rate and improve efficiency, CPA contains a set of filters that discard compiler-related, library-related, and reused functions, allowing quick identification of user-related functions. This makes it possible to search efficiently for similarities in author style in large code bases.

**Contributions.** We make the following contributions.

1) To the best of our knowledge, CPA is the first approach that can identify the authors of program binaries across different platforms. Moreover, this work is the first to investigate the effectiveness of LDA in the context of binary authorship characterization.

2) The results produced by CPA have clear semantics and can be easily interpreted as forensic evidence or hints about the style characteristics of an author (e.g., memory allocation habits). In contrast, the generic features employed in existing work [3], [5] (e.g., n-grams) are difficult to interpret and may not always have a clear significance in terms of authorship. This capability of CPA is especially relevant in forensic applications, in which meaningful evidence is usually essential.

3) The experimental results show that CPA can resist different code transformations, such as refactoring methods, simple obfuscation techniques, and altered compilation settings. This demonstrates the breadth of its potential as a practical tool for assisting reverse engineers in a number of security-related tasks.

4) We compared CPA with other state-of-the-art tools by performing experiments in which all the above-mentioned transformation techniques were applied to the same real-world data, taken from the Google Code Jam programming competition. It was found that CPA achieves meaningful results with superior precision.

## II. DESIGN OVERVIEW

The architecture of CPA is illustrated in Figure 1. As can be seen, CPA encompasses two phases: offline and online search. As shown in the upper part of the figure, the offline phase contains (1) a disassembling component which employs two tools, Zipr [9] that eliminates the differences attributed to the choice of the compiler and the compilation settings. Then, the modified binary is passed to Angr [15], which lifts it to the intermediate language (IR), avoiding the effects of using different platforms. The offline phase also performs (2) feature extraction, encompassing static features, and (3) feature selection, ranking features to extract the relevant elements of the author style characteristics, as well as best feature selection. In addition, the offline phase carries out (4) signature generation, using LDA to generate the signatures and index them efficiently in a repository. The bottom half of Figure 1 illustrates the online phase, which comprises (A) Disassembling; (B) Filtration, which filters out compiler-related functions and library-related functions to reveal an author’s preference for a specific compiler; (C) Feature Extraction; and (D) Detection Components.

### A. Filtration Process

An important initial step in most reverse engineering tasks is to distinguish between user functions and library/compiler functions [3]; this saves considerable time and helps shift the focus to more relevant functions. As shown in Figure 1 (component B), the filtration process consists of three steps. First, FLIRT [20] (Fast Library Identification and Recognition Technology) is used to label library functions. Then, a set of signatures is created for specific FOSS libraries, such as SQLite3, libpng, zlib, and openssl, using Fast Library Acquisition for Identification and Recognition (FLAIR) [20]; this set is added to the existing signatures of the IDA FLIRT list. CPA employs FLAIR to filter out FOSS functions. In the last step, compiler function filtration is performed. The original hypothesis is that an amalgamation of static signatures generated in the training phase, such as
opcode frequencies, can be utilized to identify compiler/helper functions. Several programmers with various operational aspects were analyzed. Their functionalities stretched from a basic “Hello World!” program to those capable of carrying out complicated tasks. A total of 120 functions were gathered as compiler/helper functions by merging the above mentioned functions with manual analysis [21].

The opcode frequencies are extracted from these functions, and the mean and variance of each opcode are calculated. After passing FLIRT, each disassembled program \( P \) consists of \( n \) functions \( \{ f_1, \cdots, f_n \} \). Each function \( f_k \) is represented as \( m \) pairs of opcodes, where \( m \) is the number of distinct opcodes in function \( f_k \). Each opcode \( o_i \in O \) has a pair of values \( (\mu_i, \nu_i) \), which represent the mean and variance values for that opcode.

**Example.** We introduce an example in Table I to show how we compute \( (\mu_i, \nu_i) \) for each opcode. For instance, suppose a compiler function has the following opcodes with counts: \text{push} (19), \text{mov} (31), \text{lea} (13), and \text{pop} (7). We compute the \( \mu_i \) as follows: \( \mu_i = \frac{\sum_j f_{ij}}{n} \), where \( n \) is the number of opcodes. As shown in the table, \( \mu \) for \text{push} is \( (19/19 + 31 + 13 + 7) = 0.271 \). Similarly, \( \nu_i \) is computed as follows: \( \nu_i = \frac{(x_i - \text{average})^2}{n} \). For push, \( \nu_i \) is \((19 - 17.5)^2/4 = 0.563 \).

<table>
<thead>
<tr>
<th>Opcode</th>
<th>push</th>
<th>mov</th>
<th>lea</th>
<th>pop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count</td>
<td>19</td>
<td>31</td>
<td>13</td>
<td>7</td>
</tr>
<tr>
<td>( \mu )</td>
<td>0.271</td>
<td>0.442</td>
<td>0.186</td>
<td>0.1</td>
</tr>
<tr>
<td>( \nu )</td>
<td>0.563</td>
<td>45.563</td>
<td>5.063</td>
<td>27.563</td>
</tr>
</tbody>
</table>

**TABLE I:** An example of computing \( (\mu_i, \nu_i) \).

Each opcode in the target function is compared with the same opcode in all compiler functions in the training set to obtain the measured distance \( D_{i,j} \), where \( i \) represents the training function and \( j \) represents the target function. If \( D_{i,j} \) is less than a predefined threshold value \( \alpha = 0.005 \), the opcode is considered to be a match. A function is labeled \text{compiler-related} if the proportion of matched opcodes is greater than a predefined threshold value, found experimentally to be \( \gamma = 0.75 \); otherwise, the target function is labeled \text{user-related}. Similarity and dissimilarity measurements are performed based on distance calculations according to the following equation [22]:

\[
D_{i,j} = \frac{(\mu_j - \bar{\nu}_j)^2}{\nu_j^2 + \nu_i^2},
\]

where \( \bar{\mu}_j \) and \( \bar{\nu}_j \) represent the opcode mean and variance of the target function, respectively. This similarity finds functions that have types of opcodes in common. For example, \text{compiler-related} functions do not contain logical opcodes. Lastly, \( \alpha \), a score is assigned to each distance that is under a predetermined limit.

**III. FEATURE ENGINEERING**

This section discusses the extracted features in detail. As shown in Figure 1 (Component 2/C).

**A. The Author Attribution Graph**

In this subsection, we describe our novel Author Attribution Graph (AAG), which is formed by merging the Annotated Control Flow Graph (ACFG) and the Data Flow Graph (DFG). Control Flow Graph (CFG): It represents the order in which code instructions are executed and also the branch instructions that must be satisfied during a particular execution path. The nodes in the CFG represent statements and predicates, while the edges represent the transfer of control, which can be true, false, or unconditional. It is worthy to mention that constructing a CFG is a challenging process. When the static algorithm is used for this purpose, it should precisely determine the targets of an indirect control flow instruction, with an emphasis on jump tables. Also, it should identify all non-returning functions. A function call to such a function should not have a control flow edge to the next basic block. Failure to overcome any of these challenges will cause real control flow to be missed and bogus control flow to be reported. Inaccuracy in a CFG can confuse analysts and degrade precision. Data Flow Graph (DFG): It is a directed acyclic graph that represents...
the data dependencies among a set of operations. A vertex represents an opcode operation. An edge from vertex \( v_1 \) to vertex \( v_2 \) means that \( v_1 \) (or the value produced by \( v_1 \), if \( v_1 \) is an operation) is an input operand for operation \( v_2 \). The intuition behind this construction is that the ACFG may reveal the characteristics of an author’s task implementation, while the DFG reveals how an author manipulates variables and also highlights an author’s use of small functions, which are typically inlined by the compiler during optimization.

**AAG Construction.** To construct the AAG, we first build a semantic control flow graph called the *Annotated Control Flow Graph* (ACFG). This is an abstracted version of the CFG that generalizes specific types of CFG features based on multiple criteria [23]. To construct the ACFG, the system takes the CFG as input and computes the frequencies of the opcodes across instruction groups. Then, it categorizes assembly instructions into different groups, as proposed in [24]. The ACFG explains structural traits, and in order to add data flow dependencies, it is supplemented with the Data Flow Graph (DFG). Doing so enables the use of broad reasoning about the control flow and data dependencies of the program, which subsequently provides an insight into how the author uses the program variables, and how correlations between them are created.

Let \( R_k/W_k \) denote registers/memory that instruction \( I_k \) reads or writes, and \( A_k \) denote the instruction address of \( I_k \). We define the following possible dependencies: \( I_1 \) writes something that will be read by \( I_2 \); \( I_1 \) reads something before \( I_2 \) overwrites it; and \( I_1 \) and \( I_2 \) both write the same variable. It is worth mentioning that these dependencies hold true if and only if \( I_1 \) and \( I_2 \) are both in the same basic block; \( I_1 \) and \( I_2 \) are in basic blocks \( BB_1 \) and \( BB_2 \), respectively; \( I_1 \) can be executed last in block \( BB_1 \); \( I_2 \) can be executed first in block \( BB_2 \); and \( BB_2 \) is a successor of \( BB_1 \) in the control flow graph.

Through highlighting the various elements of the fundamental authorship traits, the ACFG and DFG provide corresponding perspectives of a particular task’s operation. Both were merged in a joint data structure so as to enable greater efficiency in graph matching between diverse binary codes. This helps to detect similarities in authorship traits, and the outcome is the Author Attribution Graph (AAG) [25].

**Definition 1.** The Author Attribution Graph \( G = (N,V,E,\delta,\zeta,\lambda,\omega) \) is a directed attributed graph, where \( N \) is a set of nodes, \( V \subseteq (N \times N) \) is a set of edges, and \( \zeta \) is an edge labeling function which assigns a label to each edge: \( \zeta : V \rightarrow \gamma \), where \( \gamma \) is a set of labels. Finally, \( \delta \) is a data dependency function which labels each node \( n \in N \) based on the function \( \lambda \), which encapsulates the data dependency rules.

**AAG Representation.** As an illustration, we use one simple function to demonstrate the steps involved in constructing and representing the AAG. As explained in Section I, first we construct the ACFG, as shown in Figure 2 (1 and 2). The standard control flow graph is shown in (1). As illustrated in (2), we convert each basic block in accordance with our previous work [26]. Consider the last basic block in (1), which contains the two instructions `mov edi, esi` and `call _invoke_wat`. We group these operators to STK and MSC, and the esi operand to REG.

To color the nodes, we perform the steps below:

1) The instructions in each basic block should be classified according to Table II.

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTR</td>
<td>Data transfer instr.</td>
<td>mov</td>
</tr>
<tr>
<td>LST</td>
<td>Compare and test</td>
<td>cmp</td>
</tr>
<tr>
<td>ATH</td>
<td>Arithmetic</td>
<td>add</td>
</tr>
<tr>
<td>LGC</td>
<td>Logic</td>
<td>or</td>
</tr>
<tr>
<td>CAL</td>
<td>Call</td>
<td>call</td>
</tr>
<tr>
<td>STK</td>
<td>Stack</td>
<td>push</td>
</tr>
<tr>
<td>MSC</td>
<td>Miscellaneous</td>
<td>float inst., return</td>
</tr>
<tr>
<td>REG</td>
<td>Registers</td>
<td>esp</td>
</tr>
<tr>
<td>MEM</td>
<td>Memory</td>
<td>[esp+18h]</td>
</tr>
<tr>
<td>CONST</td>
<td>Constants</td>
<td>( X )</td>
</tr>
</tbody>
</table>

2) For each basic block, we check the presence of the proposed groups in Table II. If the group is present, then the corresponding variable will be set to 1; otherwise it will be set to 0. For instance, the last basic block in Figure 2 contains the following instructions: `1. pop esi. retn`. Here, we have \( STK = 1 \), \( REG = 1 \), and \( MSC = 1 \), while the other groups are set to 0.

![Fig. 2: AAG construction and representation.](image-url)
3) Each basic block is assigned a six-bit value (DTR \& STK; ATN \& LGC; CAL \& TST; REG \& MEM; REG \& CONST; MSC), which is represented in the AAG by the equivalent decimal value, as shown in Figure 2 (6). For instance, for the last basic block, DTR \& STK = 0 \& 1 = 0, while MSC = 1. Therefore, the label is 000001.

In component (3) in Figure 2, we apply the aforementioned control/data dependency rules and then convert each basic block in the data flow graph into an ordered adjacency matrix (4). The matrix is then transformed into a unique and canonical representation using the Bliss open source toolkit [27]. A canonical graph labelling is assigned, and the adjacency matrix of the resulting graph is stored as a string; this string represents a feature of the author’s style.

B. The Graph of API-Keywords

We adapt the algorithm proposed by [19], which constructs a graph of words and then decomposes it into graph trusses. Here, we list all 84 C/C++ keywords as well as the API calls. Using both categories, we construct a graph called the Graph of API-Keywords (GoA) to capture knowledge characteristics, since the author may prefer specific API calls or keywords.

**GoA Construction.** First, we index the set of C/C++ keywords, the list of Windows API calls [28] and the list of Linux API system calls [29]. C/C++ keywords can be tracked through the binary strings representing them, so they can be captured by tracking strings that are annotated as call or mov instructions. For instance, using _flush will cause the string "_imp_fflush" to appear often in the developer’s output binary.

Intuitively, we try to construct clues that may disclose the features that are related to author knowledge. For instance, the list of Windows API calls and Linux API system calls is large, which will discourage an author from using it, especially if the programmer has no knowledge of them. The GoA encodes assembly instructions as an undirected graph in which nodes are keywords and API calls in the program. If two keywords co-occur within a window of predefined size w, then an edge between two nodes is passed through the whole program. Furthermore, we assign integer weights matching co-occurrence counts for edges. In this case, we apply a statistical approach based on the Distributional Hypothesis [30], whose premise is that the relationship between words can be determined by the frequency with which they share local contexts of occurrence. Once the graph is constructed, we convert it into a k-degeneracy graph, an undirected graph in which every subgraph has a vertex of degree at most k. This concept was introduced by [18] along with the k-core decomposition technique. In this paper, we add the k-truss algorithm [16]. Specifically, the k-degeneracy graph is the maximal connected subgraph of graph H in which every node n has degree at least k [18]. The degree of n is equal to the number of its neighbors when the edges are not weighted. In the case of weighted edges, the degree of n is the sum of the weights of its incident edges [19]. We then extend the k-core to the k-truss, a triangle-based extension that was proposed by [16], and we follow this method as adapted by [19]. The k-truss subgraph is the largest subgraph in which every edge belongs to at least k \(-2\) triangles, and every edge in the k-truss links two nodes that have at least k \(-2\) common neighbors.

**Example.** First we extract the API keywords as listed in [31]. Then we connect them if they have a data flow relationship, as mentioned in Section III-A. Once we have constructed the GoA, we compute the graph classes by using the algorithm introduced in [32], in which the k-class of a graph G, denoted by \(\Phi_k\), is defined as \(\{ e : e \in E_G, \phi(e) = k \}\), where \(\phi(e)\) is the truss number of e in H.

In the graph in Figure 3, the different types of edges indicate the different k-classes, where 2 \(\leq k \leq 5\). The 2-class \(\Phi_2\) has a single edge \((i, k)\), i.e, \(\Phi_2 = \{(11, 12)\}\) since (11, 12) is the only edge in the graph with 0 triangles. The 3-class \(\Phi_3\) consists of 9 edges, given by \(\Phi_3 = \{(5, 8), (5, 12), (5, 6), (4, 7), (7, 8), (7, 11), (7, 10), (9, 11), (9, 10), (11, 10)\}\). The 4-class \(\Phi_4\) consists of 6 edges, given by \(\Phi_4 = \{(5, 8), (7, 11), (7, 10), (9, 11), (9, 10), (11, 10)\}\). The 5-class \(\Phi_5\) consists of 10 edges, given by \(\Phi_5 = \{(1, 2), (1, 3), (1, 5), (1, 4), (2, 3), (2, 5), (2, 4), (3, 5), (3, 4), (5, 4)\}\). We have \(k_{\max} = 5\).

From the k-classes we obtain the k-trusses as follows. The 2-truss is simply the graph H itself. The 3-truss is the subgraph of H formed by the edge set \(\Phi_3 \cup \Phi_4 \cup \Phi_5\). The 4-truss is the subgraph formed by \(\Phi_4 \cup \Phi_5\), and the 5-truss is the subgraph formed by \(\Phi_5\). The k-trusses express the hierarchical structures of H at different levels of granularity, as depicted by the shading with different colors in Figure 3. For each API keyword, Table III shows the values of k for which that keyword is involved in the k-truss.

![Fig. 3: A graph for the API keywords relationship in a program.](image-url)

**TABLE III: K-truss for API keywords.**

<table>
<thead>
<tr>
<th>API keyword ID</th>
<th>k-truss</th>
<th>API keyword ID</th>
<th>k-truss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>7</td>
<td>3,4</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>8</td>
<td>3,4</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>3,5</td>
<td>11</td>
<td>2,3</td>
</tr>
<tr>
<td>5</td>
<td>3,5</td>
<td>12</td>
<td>2,3</td>
</tr>
</tbody>
</table>

C. Feature Processing

After extracting all the aforementioned features, we will end up with a number of features among which some might be the most relevant ones - those that appear more frequently and are most segregative in program. Therefore, a feature selection process (component 3 in Figure 1) is conducted to reduce the number of features as well as to find the best ones. Our feature
selection phase contains two major steps: best feature selection and feature ranking, which are described as follows.

**Best Feature Selection.** Our aim is to build a classification system which can efficiently segregate an author from another author. As a result, we employ the decision tree classifier on the extracted features. Each set of known author programs is passed through the classifier and accordingly the best features are chosen for that particular set. This automated task is performed on all training known author programs to create a list of best features for each. 

**Feature Ranking.** Second, in the feature ranking phase, it was assumed that there exist a known authors and a set of programs written by each of those authors. The feature ranking algorithm was then designed to order the features by their correlation with authorship. The goal of the feature ranking algorithm is to rank such common features lower such that they will not be selected later on. The feature ranking algorithm was based on the concept of mutual information between the feature and known authorship.

$$\text{Mutual Information} = \Sigma \Sigma p(x, y) \log \frac{p(x, y)}{p(x)p(y)}$$  (1)

where $p(x, y)$ is the joint probability distribution function of a feature and an author, and $p(x)$ and $p(y)$ are the marginal probability distribution functions of a feature and an author respectively. For example, if feature $x$ and author $y$ are independent, then knowing $x$ does not give any information about $y$; their mutual information is zero. To calculate the marginal probability of a specific feature, the algorithm calculates the number of its occurrences and the total number of features that exist.

**IV. DETECTION PROCESS**

Figure 4 illustrates the proposed detection system. We added numerical labels to identify the components.

**A. Latent Dirichlet Allocation (LDA)**

The motivation behind applying LDA to binary authorship characteristics signature generation is that binary code and texts resemble each other in many respects. For instance, given that a binary code is composed of meaningful information, including strings, instructions, CFGs, keywords, and API calls, it can be considered to be a document and this information to be words. Similarly, a collection of binary code can be considered to be a corpus. Each binary code can also be viewed as a mixture of underlying topics since it conveys information about its application(s). Consequently, there is a correlation between word and topic in binary code. It is possible to apply LDA to generate semantic signatures of fixed size that can be used for accurate binary authorship characterization classification, and it correctly generates clusters of similar author characteristics; some words (i.e., features) contained in a cluster will represent the latent topics associated with the characterization. Accordingly, our approach relies on automatically extracting such words, which can be proper "signatures" for an author and can be used to detect such characteristics.

However, to date, the applicability of LDA in the context of binary authorship characterization has not been explored. Generally speaking, LDA is considered to be a probabilistic model of a corpus. It is supposed that each document is generated by weighted unseen latent topics [33], which typically refer to semantic themes present in the corpus [33]. The definition of LDA requires the following terminology. A feature $f$ is the basic unit of code. A program $i$ of length $N_i$ (the number of basic blocks) is a collection of $N_i$ features, $i = \{f_1, f_2, \ldots, f_{N_i}\}$, where $f_n$ is the $n^{th}$ feature in the document. A program corpus is a collection of $K$ programs denoted by $P = \{1, 2, \ldots, K\}$.

Using this terminology, LDA assumes that each document is generated by the following process. Choose $\Theta_i \sim \text{Dir}(\alpha)$, where $i \in \{1, 2, \ldots, K\}$. Then choose $\vartheta_o \sim \text{Dir}(\beta)$, where $o \in \{1, 2, \ldots, O\}$. For each of the features $f_{i,j}$, where $i \in \{1, 2, \ldots, K\}$ and $j \in \{1, 2, \ldots, N_i\}$, first choose a topic $z_{i,j} \sim \text{multinomial}(\Theta_i)$. Then choose a feature $f_{i,j} \sim \text{multinomial}(\vartheta_{z_{i,j}})$. Here, Dir is the Dirichlet distribution, more specifically, the Dirichlet distribution $\text{Dir}(\alpha)$ is a family of continuous multivariate probability distributions parameterized by a vector $\alpha$ of positive reals. It can be seen as a multivariate generalization of the Beta distribution. Dirichlet distributions are commonly used as prior distributions in Bayesian statistics and can be used to characterize the random variability of a multinomial distribution. Multinomial is the multinomial distribution with only one trial (also known as the categorical distribution). Suppose that each experiment results in one of $m$ possible outcomes with probabilities $p_1, \ldots, p_m$. The
Multinomial distribution models the distribution of the histogram vector, which indicates how many times each outcome is observed over $N$ trials. $\Theta_i$ is the Dirichlet prior on the per-document topic distributions with the parameter $\alpha$; $\vartheta_{z_{i,j}}$ is the Dirichlet prior on the per-topic word distribution with the parameter $\beta$; and $z_{i,j} \in \{1, 2, \ldots , O\}$ is the topic label of feature $f_{i,j}$.

The main goal of LDA is to automatically discover topics from a collection of documents. To achieve this, an LDA inferential problem needs to be solved based on the prior assumption that the corpus was constructed by the LDA generative process. Solving the LDA inferential problem yields two (inferred) probability distribution functions, $\Theta_i$ and $\vartheta_o$, which are assumed to generate the (observable) sets of features $f_{i,j}$. Formally, given a corpus $P$, the key objective of the inferential problem is to compute the posterior distribution of the hidden variables $p(\Theta, \vartheta | P, \alpha, \beta) = p(\Theta, \vartheta | P) p(\alpha, \beta) / p(P | \alpha, \beta)$. This is component 4/D in Figure 1. For more details about LDA functions and definitions, we refer the reader to the original work concerning the LDA algorithm [34].

**Example.** For the sake of simplicity, we introduce an example (Figure 5) to show how LDA works and to illustrate the LDA configuration parameters. As explained, in LDA, each document in a collection is assumed to be generated from a set of latent topics by a Dirichlet prior distribution. As shown in Figure 5, to each topic is associated a set of probability values that follows a Dirichlet prior distribution. Each word is also associated with topics with a probability value that follows another Dirichlet prior distribution.

![Fig. 5: LDA Example.](image_url)

Figure 5 is a schematic of the probabilistic generative process for three documents: $DOC1$ draws from Topic 1 with probability 1; $DOC2$ draws from Topic 1 with probability 0.5 and from Topic 2 with probability 0.5; and $DOC3$ draws from Topic 2 with probability 1. As shown in the figure, the distributions for the two topics are represented by $\{1, 0\}, \{0.5, 0.5\}, \{0, 1\}$. To form topics, LDA extracts clusters of co-occurring words.

For each binary file, we model the Author Attribution Graph and the Graph of API Keywords as multiple sequences, train a representation model, and produce a set of vectors, which are considered topics. Then, LDA checks the topics and generates the signatures. Analysis of the signatures showed that the following features rank high as unique topics: AAG with 3 nodes; AAG with 4 nodes; AAG with 7 nodes; AAG with 8 nodes; API with k-truss = 2; API with k-truss = 3; API with k-truss = 4; API with k-truss = 4; and API with k-truss = 5.

**B. Jaccard Distance**

To measure the similarity between the signatures generated from LDA, we employ the Jaccard distance used by [35].

**C. Clustering Similar Functions**

We use a standard clustering algorithm ($k$-means) [2] to group functions with similar author characteristics attributes $(v_{n_1}, \ldots , v_{n_k})$ into $k$ clusters $S = S_1, \ldots , S_k$ and $(k \leq |F_{P_1}| + |F_{P_2}|)$ to minimize the intra-cluster sum of squares.

**V. IMPLEMENTATION**

In this section, we describe the implementation including the choice of dataset. We then provide our evaluation setup.

**A. Implementation Environment**

We follow the same environment by our previous work [36]. The feature extraction is implemented by individual python scripts for modularity purposes, which altogether form our analytical system. To perform complex graph operations such as k-graph (ACFG) extraction, we use the Neo4j [37] graph database. We use the MongoDB database to store extracted features according to its efficiency and scalability [36].

**B. Datasets**

Our dataset encompasses several files, as follows: i) GitHub and ii) Google Code Jam. We provide the statistics about our dataset in Table IV. We compile the presented dataset with different compilers and compilation settings. We use GNU Compiler Collection’s gcc, g++, Clang, ICC, as well as Microsoft Visual Studio (VS) 2010 and 2012, with different optimization levels. It is worthy to mention that GitHub dataset might contain script projects (e.g., Python, PHP, etc.). Such projects excluded.

**TABLE IV: Statistics about the binaries used.**

<table>
<thead>
<tr>
<th>Source</th>
<th># of authors</th>
<th># of programs</th>
<th># of functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>GitHub</td>
<td>300</td>
<td>13,162</td>
<td>4,260,000</td>
</tr>
<tr>
<td>Google Jam</td>
<td>1,300</td>
<td>55,350</td>
<td>10,965,120</td>
</tr>
<tr>
<td>Total</td>
<td>1,600</td>
<td>68,460</td>
<td>15,265,120</td>
</tr>
</tbody>
</table>

From the GitHub dataset, we selected 300 authors with 28 programs each; 100 authors with 24 programs each; 99 authors with 21 programs each; and one author with 31 programs. From the Google dataset, we selected 400 authors with 63 programs each; 300 authors with 57 programs each; 290 authors with 44 programs each; and 10 authors with 49 programs each. None of these programs was written by multiple authors. Moreover, none of the authors has programs in both datasets.
C. Evaluation Settings

The evaluation of CPA system is performed on the datasets introduced in the aforementioned section. The dataset is randomly divided into 10 sets, where one set is kept as a testing set, and the remaining sets are used as training sets. The process is then repeated 100 times. To evaluate CPA and to compare it with existing methods, precision $P$ and recall $R$ measures are applied. Furthermore, since the application domain targeted by CPA is much more sensitive to false positives than false negatives, we employ an F1-measure as follows:

$$F_1 = 2 \frac{P \cdot R}{P + R}$$  (2)

The evaluation results are presented in terms of the following metrics:

- **True positives** (TP): This measures the number of binaries whose author was successfully identified by the system.
- **False negatives** (FN): This measures the number of binaries for which the system reported that it was unable to assign an author even though the correct author is in the database.
- **False positives** (FP): This measures the number of binaries that the system incorrectly assigned to an author.
- **Precision** ($P$): This is the percentage of positive predictions, i.e., the percentage of authors correctly identified: $P = \frac{TP}{TP+FP}$
- **Recall** ($R$): This is the percentage of the samples for which the author was correctly identified: $R = \frac{TP}{TP+FN}$

VI. PERFORMANCE COMPARISONS

We conducted two experiments to evaluate the accuracy of author attribution for program binaries.

A. Non Cross-platform Attribution Accuracy

We compared CPA with the existing authorship attribution methods [3]–[5] as shown in Figure 6. We evaluated the authorship classification technique presented by Rosenblum et al. [5], whose source code is available at [38], although the dataset is not. The source code of the proposed technique as well as the dataset by Caliskan-Islam et al. [4] is available at [39]. The authors of [4] performed the largest-scale evaluation of binary authorship attribution reported in the literature. It consists of 600 authors, while [5] conducted a large-scale evaluation of 190 authors. Our previous work [3] performed a small-scale evaluation of 5 authors. Since all the existing efforts are x86-based, our comparison is also x86-based.

We compared our results with those obtained by applying the above approaches to the datasets mentioned in Table IV. We report the findings in Figure 6, which shows the relationship between the precision and the number of authors present in all the datasets: the precision decreases as the size of the author population increases. It can be seen that CPA achieves better accuracy in determining the author of binaries based on authorship style features in the case of the GitHub dataset and the mixed dataset. Taking all four approaches into consideration, the highest accuracy of authorship attribution is close to 100% on the GitHub dataset with fewer than 200 authors, while the lowest accuracy is 2% when 1500 authors are involved. On the Google dataset, CPA identifies the authors with an average accuracy of 92%, and on the GitHub dataset, the average accuracy is 94%. The main reason for the higher accuracy is that there are no restrictions on the authors of projects in GitHub. In addition, the advanced programmers of such projects usually design their own class or template, which makes it easier for the characterization process to identify the authors. The lower accuracy obtained by CPA is approximately 87% on a mixed dataset with 1500 authors. As shown in Figure 6, the approach of Caliskan-Islam et al. [4] achieves the highest accuracy of all. We believe that the reason for its superior performance on Google Jam Code is that this dataset is simple and can be easily decompiled into source code.

We found that the accuracy of existing methods [4], [5] strongly depends on the application domain. For example, in Figure 6, a reasonable level of accuracy is observed for the Google data set: the average accuracy is 93%, while, on the GitHub dataset, the average accuracy is 57%. It should also be noted that existing methods use disassemblers and decompilers

![Fig. 6: Comparison of non cross-platform attribution using the precision, recall, and F1 metrics for the following datasets: GitHub (a, b, c); Google jam (d, e, f); Mixed (g, h, i).](image-url)
to extract features from binaries. According to our previous analysis [36], Caliskan-Islam et al. [4] used a decompiler to translate the program into C-like pseudo code via Hex-Ray [40]. They passed the code to a fuzzy parser for C, thus obtaining an abstract syntax tree from which features can be extracted. The C-like pseudo code is different from the original code because of the inherent limitations of Hex-Ray [40] and also because the variables, branches, and keywords are different. For instance, a function in the source code consists of the following keywords: (1-do, 1-switch, 3-case, 3-break, 2-while, 1-if), and the number of variables is two. Once the binary is decompiled, the function consists of the following keywords: (1-do, 1-else/if, 2-goto, 2-while, 4-if), and the number of variables is four. This will evidently generate misleading features, thus increasing the rate of false positives.

B. Cross-platform Attribution Accuracy

We evaluated the performance of CPA in the cross-platform setting using the datasets mentioned in Section V-B as shown in Figure 7. The statistics for the compiled dataset are shown in Table V.

<table>
<thead>
<tr>
<th>Source</th>
<th># of authors</th>
<th># of programs</th>
</tr>
</thead>
<tbody>
<tr>
<td>GitHub</td>
<td>500</td>
<td>7,500</td>
</tr>
<tr>
<td>Google Jam</td>
<td>1,000</td>
<td>15,000</td>
</tr>
<tr>
<td>Total</td>
<td>1,500</td>
<td>22,500</td>
</tr>
</tbody>
</table>

For each author, we selected 5 programs and compiled each on ARM, MIPS, and x86, producing 15 programs for each author. We trained CPA with ARM & MIPS binaries and tested it against x86; we trained CPA with ARM & x86 and tested it with MIPS; and we trained CPA with x86 & MIPS and tested it with ARM. The precision, recall, and $F_1$ results are reported in Figure 7.

Our experiments showed that CPA achieves similar results across multiple architectures with high $F_1$ scores (Figure 6): OBA2 produces the lowest $F_1$ scores.

Feature Extraction Level. Typically, existing methods extract features from only one code level: the instruction, function, or program level. A significant advantage of CPA is that it extracts features from all three levels, making it possible to discover authorship characteristics by considering different aspects. In addition, we leverage concepts from NLP to extract the semantics of structural features that are preserved to a great extent in intermediate representations.

Project Size. The precision of Caliskan is affected by the size of the function or of the project. For example, a comparison of the precision achieved by Caliskan for Google projects (0.89 and 0.83, respectively) with that for GitHub (0.71 and 0.67, respectively) demonstrates that feature extraction depends on the sizes of functions, and that the use of extracted features alone cannot reveal the semantics of a piece of code.

Semantic Features. When the instructions are left in the IR, the semantics, rather than the syntax, will be preserved. With this in mind, our new features are chosen to be semantics-based, so our system can greatly reduce the manual effort required to extract the IR semantics.

Complex Instruction Sets. We observed that, in ARM binaries, there are 120 architecture mnemonics having multiple possible IRs. This affected the work of Rosenblum et al. significantly since they extracted idioms (i.e., sequences of instructions). As shown in Figure 7, when the target is ARM, Rosenblum et al. achieve a low $F_1$ score.

Architecture Registers. OBA2 constructs RFG, which is based on a comparison of each instruction (e.g., cmp) and the associated registers. When the assembly instructions are lifted, the ARM and MIPS provide core registers ($R0–R3$ on ARM and $a0–a3$ on MIPS) for passing arguments to subroutines.

Function Inlining. We noted that the percentage of inlined functions in x86 is higher than for ARM and MIPS. This affects the syntax features as well as hindering the decompilation process.

VII. IMPACT OF EVADING TECHNIQUES

We describe the experimental setup in this Section more precisely as follows. We train CPA on the set of binary
code samples that have been modified. Next, we apply code transformation mechanisms, such as changing the compiler and the compilation settings and also obfuscation, to the same samples and then use them for testing. It was found that different compilers generate binaries with significant differences. For instance, comparing GCC and VS, we observed that, on average, 42% of the bytes of a function are modified and that 9% of the functions are identical; moreover, 63% of the control flow graph is modified, and 40% of the function pairs share similarity. To see the effect of optimization, we compared O0 and O3. On average, 39% of the bytes of a function are modified, and none of the functions are identical, while 79% of the control flow graph is modified, and 21% of the function pairs have similar graph complexity. When investigating advanced code transformation methods such as a bogus control flow graph and flattening the control flow graph, we found that all CFGs are modified, and fewer than 5% of the function pairs have similar graph complexity. Finally, after simple advanced code transformations such as dead code elimination or instruction replacement, we found on average that 9% of the bytes of a function are modified. The datasets are used for experiments on evasion techniques, as described below.

![Comparison of binary authorship attribution for different compilers](image)

**Fig. 8:** Comparison of binary authorship attribution for different compilers using the precision, recall, and $F_1$ metrics for the following scenarios: (1) Testing: GCC, Training: VS, ICC, Clang (a, b, c); (2) Testing: ICC, Training: VS, GCC, Clang (d, e, f).

**Authorship Attribution with different compilers.** For this experimental setup, we tested the ability of CPA to identify the author from binaries compiled with the same optimization level, but with different compilers. Specifically, we used binaries that were compiled with O2 on the x86 architecture using the following compilers: VS, GCC, Clang, and ICC. This produced four sets of binaries from which we reserved one set for testing and kept the rest for training sets. We repeated this for all sets, and then we reported the best and the worst cases, as shown in Figure 8.

We tested the binary authorship attribution performance of CPA against different compilers. We evaluated it based on the datasets listed in Figure 8. We compiled a set of binaries using the GCC compiler 4.8.5 and three other compilers: Clang 5.0, ICC 16, and VS 2017; in this way, we obtained four different sets of binaries. It should be noted that we used a similar optimization setting for all the compilers. Then, we reserved one set as a testing set, while designating the remaining three as training sets. Given four binaries from the same set of binaries compiled with different compilers, we linked their assembly functions using the compiler output debug symbols and generated an authorship fingerprint mapping between functions; this was used as the ground truth data for evaluation only. We searched for a binary from the first binary set in each of the other three images in the database, and then we searched for a binary from the second binary set in each of the other three images in the database, and analogously for the third and fourth binary sets. Finally, we calculated the average precision, recall, and $F_1$ score. These compilers generate binaries with significant differences. For instance, in the comparison of GCC and VS, we observed that, on average, 32% of the bytes of a function are modified and that 9% of the functions are identical. Moreover, 63% of the control flow graph is modified, and 40% of the function pairs have similar graph complexity. The comparison showed that the binaries produced by the GCC and VS compilers are the closest. In the comparison of the GCC and ICC compilers, the modifications are much more significant: on average, 62% of the bytes of a function are modified, and none of the functions are identical, while 74% of the control flow graph is modified, and 28% of the function pairs have similar graph complexity. The GCC and ICC compilers produced the greatest differences. Figure 8 presents the results for two scenarios: training (ICC, VS, and Clang) and testing (GCC); training (GCC, VS, and Clang) and testing (ICC). Due to the large number of cases, we list the results for these two only to illustrate the best- and the worst-case scenario. The results for the other cases lie between the two and follow the same ranking.

The figure shows that CPA is robust against the heavy syntax modifications and intensive inlining introduced by compilers. Even in the worst-case scenario, the learned representation (LDA) can still correctly attribute the author more than 84% of the time. On average, it achieves more than 92% precision in attributing authors among various compilers. As can be seen in Figure 8, although the performance of CPA decreases in the worst-case scenario (Figures c, d, and e), it is much less sensitive than the other systems; this demonstrates its robustness.

**Authorship Attribution with different optimization settings.** For this experimental setup, we tested the ability of CPA to identify the author from binaries compiled with the same compiler, but with different compiler optimization levels. Specifically, we used binaries that were compiled with VS/GCC/Clang/ICC on the x86 architecture using optimization levels
O0, O2, and O3. We report the average accuracy metrics for the best and worst cases in Figure 9. More specifically, we compiled a set of binaries using the VS compiler with four optimization settings, which produced four different binaries (images) and then tested every pair of binaries. Given four binaries from the same library but with different optimization levels, we linked their assembly functions using the compiler output debug symbols and generated the ground truth. We attributed the first among the remaining three in the database. Finally, we performed analogous comparisons for each binary, calculating the average precision, recall, and $F_1$ score. The results are shown in Figure 9.

![Fig. 9: Comparison of binary authorship attribution for different optimization levels using the precision, recall, and $F_1$ metrics for the following scenarios: (1) Testing: O2 Training: O3 (a, b, c); (2) Testing: O3 Training: O0 (d, e, f).](image)

It was observed that a higher optimization level contains all the optimization strategies from the lower levels. In addition, we investigated the differences between the binaries produced by these optimizations. We defined the best case as that in which the difference is small, and the worst as that in which the difference is large. The best case is the comparison of O2 and O3. On average, 22% of the bytes of a function are modified, and none of the functions are identical. Moreover, 31% of the control flow graph is modified, and 75% of the function pairs have similar graph complexity. The best case is one in which the optimization strategies used in the two binary functions are similar. The worst case scenario is depicted by the comparison between O0 and O3 due to the significant disparity in the optimization strategies. An average of 39% of a functions’ bytes are amended, and no two functions are the same. Furthermore, 79% of the control flow graph is amended, and there is comparable graph complexity in 21% of function pairs. The results of both scenarios are depicted in Figure 9. The decision was made to present the results for the best and worst case scenarios only, due to the overall volume of cases. The results for the other cases lie between the two and follow the same ranking. As shown in Figure 9, CPA significantly outperforms existing systems in both the best- and the worst-case scenario.

**Authorship Attribution in the presence of code transformation methods.** In this experiment, we investigated the impact of code transformation methods introduced by Obfuscator-LLVM (O-LLVM) [41], which is built on the LLVM framework. It functions at the intermediate language level and amends the program logic prior to the production of the binary file. The intricacy of the binary code is consequently increased. There are three diverse techniques, employed in their varying combinations, in the O-LLVM approach, which significantly amends the original assembly code. They are the Bogus Control Flow Graph (BCF), Control Flow Flattening (FLA), and Instruction Substitution (SUB) [42]. It breaks the CFG and the integrity of the basic blocks. By design, most static features are oblivious to the obfuscation. Using the CLANG compiler with O-LLVM, we successfully compiled the dataset for 800 authors and evaluated CPA on them.

We found a significant difference between the original version and those obfuscated with BCF and FLA: BCF doubles the number of vertices and of edges, and FLA almost doubles the number of vertices and of edges. With SUB, the number of assembly instructions increases significantly. We used the same set of systems and configurations as in the previous experiment. We compiled a binary without the application of obfuscation techniques, and then we compiled it again with an obfuscation technique to produce an original and an obfuscated binary. We linked their assembly functions using debug symbols and generated a binary mapping between them. After stripping the binaries, we searched the original against the obfuscated version, and then we performed the attribution of the obfuscated version in the original. The average results are reported in Figure 10.

The figure presents the results for O-LLVM. We found that instruction substitution can significantly reduce the performance of systems such as Rosenblum because they use n-grams, and the sequences are broken by SUB when it inserts instructions. However, features such as Graphplet can still determine the authorship of more than 60% of the matches since the graph structure is not heavily modified. Still, CPA can achieve more than 96% precision against assembly instruction substitution. Instructions are replaced with equivalent forms, which have semantics similar to those of the original. This information is well captured by CPA. When BCF obfuscation is applied, CPA can still achieve more than 88% precision, even though the control flow graph looks very different from that of the original. This shows that CPA is resilient to inserted junk code and faked basic blocks. The FLA technique destroys all the subgraph structures, which is reflected in the degraded performance of the tools that use subgraph structure features; most of them have a precision value close to zero. However, even in such cases, CPA can correctly attribute 84% of the binary matches, demonstrating that it is resilient.
to substructure changes and linear layout changes. Moreover, when all the obfuscation techniques are applied, CPA can still attribute around 81% of the binary files. Since CPA employs LDA, it can correctly pinpoint and identify vital patterns in the presence of noise. Inserted junk basic blocks or noise instructions follow the general syntax of random assembly code, which can be easily predicted based on neighboring instructions.

**Authorship Attribution in the presence of advanced obfuscation methods.** For this experiment, we use the same binary with and without obfuscation to measure the performance of CPA. Obfuscated malware binaries are based on Windows binaries. In general, three types of binary analysis platforms [43] are used: disassembler, debugger, and virtual machine (VM). In our experiments, from the anti-disassembler category, we chose CFG Obfuscation (push/jmp), Instruction Aliasing, and Encryption Packer. From the Anti-Debug category, we chose Hardware Breakpoint and Instruction Counting. From the Anti-VM category, we chose Anti-VMware IN Instruction. To test our system against these techniques, we selected ten representative obfuscated samples from [44]. Note that one reason for selecting ten samples is that they allow us to verify the robustness of our system. The results showed that our approach made it possible to attribute a binary with 94% precision in the case of Anti-Debug, but the precision dropped to 10% in the case of Anti-Disassembler, and to 82% in the case of Anti-VM. It is worth mentioning that the precision of CPA drops significantly in Virtualization or in Just-In-Time (JIT) execution as introduced by Tigress [45]. Through a specialized byte code translation, the virtualization transformation changes a function into an interpreter. It is extremely difficult for matches protected by this approach to be detected with a static approach. In JIT operations, at run time the function is transformed to produce its code. A function call replaces the vast majority of instructions. A trait of the static approach is that it is only capable of recovering minimal variants.

Our results showed that CPA attributes binaries with a precision of 39% with Virtualization, and with a precision of 47% with JIT execution. However, if three obfuscation techniques are applied simultaneously, CPA can no longer recover any matches.

**VIII. ADDITIONAL RESULTS**

**A. Impact of Distance Metrics and Clustering Algorithms**

In this section, we studied the impact of various distance metrics on the precision of our system. In addition, we investigated two clustering algorithms and reported the false positive rate for the results obtained in the previous section. **Distance Metrics** Figure 11 shows the impact of using various distance metrics on the precision of our system. The Jaccard distance outperforms the Cosine and Euclidean distances. For instance, when there are 250 authors in our repository, the precision of detecting a target author is 0.97. The Cosine and Euclidean distances achieve precisions of 0.91 and 0.88, respectively. Thus we chose the Jaccard distance.

**Clustering Algorithms** Next, we studied the effect of changing the clustering algorithm, comparing the false positive rate for the clustering algorithm used (K-means) and that for the DBSCAN algorithm [46]. We investigated the false
positive results in Table VII after we applied these clustering algorithms, and report the results in Table VI.

We tested two clustering algorithms: K-means and DBSCAN. We observed that K-means results in fewer false positives than DBSCAN. For instance, the lowest false positive rate achieved by K-means is 7% compared to 11% for DBSCAN, so we chose K-means.

TABLE VI: False positive ration of applying K-mean and DBSCAN clustering algorithms.

<table>
<thead>
<tr>
<th>Malware</th>
<th>K-mean</th>
<th>DBSCAN</th>
<th>K-mean</th>
<th>DBSCAN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>False positive rate</td>
<td>False positive rate</td>
<td>False positive rate</td>
<td>False positive rate</td>
</tr>
<tr>
<td>Ramnit</td>
<td>10%</td>
<td>16%</td>
<td>Simuda</td>
<td>15%</td>
</tr>
<tr>
<td>Lollipop</td>
<td>18%</td>
<td>19%</td>
<td>Tracur</td>
<td>10%</td>
</tr>
<tr>
<td>Kelios</td>
<td>14%</td>
<td>18%</td>
<td>Obfuscator.ACY</td>
<td>14%</td>
</tr>
<tr>
<td>Vundo</td>
<td>7%</td>
<td>13%</td>
<td>Gatak</td>
<td>10%</td>
</tr>
</tbody>
</table>

B. Authorship Clusters

To verify the effectiveness of CPA, we tested its ability to cluster a real-world malware dataset.

Clustering Process The Kaggle Microsoft Malware samples are decomposed to a set of functions. We then use CPA to cluster the functions that belong to the same malware family sample. As mentioned in Section I, we use for this purpose the k-means algorithm. It computes the distance from the cluster the functions that belong to the same malware family are decomposed to a set of functions. We then use CPA to cluster a real-world malware dataset.

Reference Clustering The best option for demonstrating the correctness of a produced clustering, however, is to compare it with an existing reference clustering. To create a reference clustering, we took the following approach: First, we obtained a set of almost 500 GB of malware samples provided by the Kaggle Microsoft Malware Classification Challenge (BIG 2015) [14]. Then, we analyzed each sample with the proposed work [47] and the winner’s work of the challenge [48], and the work proposed in [49]. For the reference clustering, we selected only those samples for which the majority of the aforementioned works that resulted the same malware family (this required us to define a mapping between the different labels that are used by different works). We then compare the resulted clusters by CPA with them.

Cluster Quality One of the most challenging tasks is to assess the quality of the results produced by a clustering algorithm [49]. To evaluate the quality of the clustering produced by our algorithm, we compared it to the reference clustering described above. To quantify the differences between the two clusterings, we introduce two metrics, precision and recall [49]. We use the same metrics and definitions proposed by [49]. The authors in [49] define the precision as follows: Assume we have a reference clustering $T = T_1, T_2, \cdots, T_t$ with $t$ clusters and a clustering $C = C_1, C_2, \cdots, C_c$ with $c$ clusters. For a sample set $M = m_1, m_2, \cdots, m_s$. For each $C_j \in C$, the cluster precision values as [49]: $P_j = max(|C_j \cap T_{i_1}|, |C_j \cap T_{i_2}|, \cdots, |C_j \cap T_{i_t}|)$. If $P_j$ is greater than a predefined threshold value (0.81, this value is obtained through our experiments), we call it as a CC (correct cluster). Otherwise, we call it WC (wrong cluster). We report our results in Table VII.

C. False Positive Rate

The false positives were examined in order to ascertain the circumstances under which CPA has a high probability of making errors in attribution decisions. The average false positive rate was determined to be 0.2%, which can be considered immaterial. This low rate can be attributed to the CPA utilizing numerous constituents within this detection system. We observed that the Google dataset has the highest false positive rate; we believe the reason is that each programmer follows standard coding instructions, which limits individual coding traits.

D. Multi-authorship attribution problem

In this section we carry out an experiment to demonstrate that it is possible to perform multi-author authorship attribution by applying CPA to discover the presence of multiple authors.

A set of GitHub projects were gathered, and the code contributors were checked. The parameters were set within the system to only include programmes written in C/C++, and disregard authors who simply add lines. To this end, 50 projects were collected, which included contributions for up to 1,500 authors. To note: to ensure privacy, project details including project names were removed.

We report the accuracy metrics in Table VIII. In our experimental setup, we split the collected binary functions into ten sets, reserving one as a testing set and using the remaining nine sets as the training set.

IX. RELATED WORK

Binary Authorship Attribution. In the context of authorship attribution, binary code has received much less focus, which can primarily be explained by the fact that during the compilation process, many pertinent elements that can help to determine an authors’ style are lost. In [3]–[5], the authors illustrate how specific style elements can be retained during the compilation process and within binary code, thereby demonstrating that authorship attribution for binary code is possible. The strategy put forward by Rosenblum et al. [5] was the initial attempt to identify software binary authors automatically. This method mainly attempted to extract syntax-based elements using predefined templates including idioms, n-grams, and graphlets. Following this, Alrabae et al. [3] proposed another method, which entailed extracting a series of instructions with particular semantics and using register manipulation to create a graph. More recently, Caliskan-Islam et al. [4] developed a
new approach in which syntactical aspects of source code are extracted from decompiled executable binaries.

Although these approaches represent solid progress on authorship attribution, not one of these approaches is applied to real malware, mostly due to their dependency on training data with the same functionality (which is infeasible in the case of malware). Furthermore, these approaches suffer from certain limitations, including low accuracy in the case of multiple authors and being potentially thwarted by simple obfuscation. In [6], the authors implement novel fine-grained methods to determine the multiple authors of binary code which involves identifying the author of every basic block. At a base level, the authors extract syntactic and semantic elements including constant values in instructions, backward slices of variables, and width and depth of a function control flow graph (CFG).

We compare the existing authorship in terms of extracted features, implantation setup, and the availability of their code in Table IX. The extracted features belong to syntactic, structural, and semantic features. Most approaches are compatible with Linux binaries (e.g., ELF), and the binaries that they handle originally have C/C++ source code. Each approach requires a training dataset, with the exception of Meng’s approach [6]. If the tool is available for researchers, we use private repositories, public repositories (indicates that the code is available but not included in general repositories), and general repositories.

**Malware Authorship Attribution.** Manual analysis is a primary component of the majority of the existing research on malware authorship attribution. In 2013, FireEye [50] published a technical report stating that malware binaries have common digital infrastructures and codes (for example, using certificates, executable resources, and development tools). Subsequently, Citizen Lab carried out malware author attribution based on the exploit form of the manual analysis located in binaries and the means of actions being performed; for instance, connecting to a command and control server. In [14], the authors displayed a sense of innovativeness in their approach for creating viable connections between binaries that were generated by a particular group of authors. Their objective was to add transparency to the attribution process, and to develop a tool that could be used during analysis that underlines or refutes vendor statements. This approach is grounded in aspects of various domains, including implementation details, evasion strategies, classical malware characteristics, or infrastructure attributes, which enable the comparison of handwriting amongst binaries.

**TABLE IX: A comparison between different systems that identify the author of program binaries.** (SA) stands for single author. (MA) stands for multiple author. (L) means Linux, (W) means Windows, (A) means ARM, (M) means MIPS.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Features</th>
<th>Language</th>
<th>Platform</th>
<th>Implementation</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPA</td>
<td>Syntax</td>
<td>Spectral</td>
<td>C++</td>
<td>Windows</td>
<td>SA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Specular</td>
<td>C</td>
<td>Windows/Linux</td>
<td>SA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Semantics</td>
<td>C++</td>
<td>Linux</td>
<td>SA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>C++</td>
<td>Linux</td>
<td>MA</td>
</tr>
<tr>
<td>G0A</td>
<td>Syntax</td>
<td>Semantic</td>
<td>C++</td>
<td>W.L, A, M, x86</td>
<td>SA</td>
</tr>
</tbody>
</table>

**X. CONCLUDING REMARKS**

Our future work aims to extend CPA to tackle the aforementioned limitations. We will be studying other tools such as McSema [51] to transform binaries efficiently into LLVM IR. To conclude, we have presented the first known effort on identifying the author of binary code cross different CPU architecture based on style characteristics. When attempting to extract stylometry styles, the existing research has employed machine learning techniques and have proved capable of identifying up to 800 authors. In comparison, this research has been successful in distinguishing up to 1,500. Furthermore, existing research utilizes artificial datasets only, and conversely, this research includes datasets that are more reality based, and was also applied to the GitHub dataset. This research determined that once more than 250 authors are in play, the accuracy of these strategies falls significantly to approximately 45%. Advanced expertise and realistic dataset authors are much easier to attribute than those of lower expertise or artificial datasets. In the GitHub dataset for example, the sample authors can be distinguished to more than 90% accuracy level.
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