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Abstract Information leakage in supply chains is draw-
ing more and more attention in supply chain management.
Unlike existing research, which usually focuses on the effect
of information leakage on the supply chain’s material and
information flow, this paper aims to evaluate and mitigate
the risk of information leakage. First, we formulate the prob-
lem of information leakage caused by inferences in a two-
level supply chain where potential competition may exist
between a supplier and the manufacturer. Second, we pro-
pose a method to mitigate the risk of such information leak-
age through optimal supplier selection. An example is used
to demonstrate the problem and our proposed approach.
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Introduction

Information leakage, which refers to the unintentional reve-
lation of confidential information to an unauthorized party,
is drawing more and more attention in supply chain manage-
ment. Many authors have discussed the effect of information
leakage on the supply chain’s material and information flow
(Lee and Whang 2000; Li 2002; Zhang 2002; Hoecht and
Trott 2006; Anand and Goyal 2009). However, research has
not been reported about how information leakage happens in
supply chains and how to mitigate the risk of leakage if it has
negative effects.
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Supply chains, as a complex networks, are usually studied
from different structural perspectives, such as dyadic, serial,
divergent, convergent and network (Huang et al. 2003). Con-
sidering the structures of supply chains, information leak-
ages may happen inside a supply chain partner, between the
upstream and downstream partners in a dyadic, serial, diver-
gent or convergent supply chain or between partners at the
same level through the partners at an upper or lower level in
a divergent or convergent supply chain.

In this paper, we first formulate the problem of informa-
tion leakage caused by inferences in a two-level supply chain,
within which potential competition may exist between a sup-
plier and the manufacturer. We then propose a novel solution
for mitigating the risk of such information leakage through
optimal supplier selection by considering the constraints of
product structure, supplier capability and cost. An example
taken from process industry is used to illustrate how the pro-
posed approaches work in practice.

The main contribution of the present paper is twofold.
First, the formulation of information leakage in supply chain
provides a better understanding of this pertinent issue. Sec-
ond, by incorporating the information leakage issue into the
supplier selection problem, we make it possible to address
the former issue by adapting many well known solutions to
the latter problem (as surveyed in Barnhart et al. 1998). Our
present focus is to ensure the generality of algorithms while
their complexity is not our current concern. Nonetheless, an
analysis of the complexity of the proposed algorithms is con-
ducted, based on which heuristic optimization methods can
be developed.

The rest of this paper is organized as follows. Section
“Related work” reviews the work in four related areas:
risk management, information leakage, information leakage
prevention and supplier selection. Section “The model”
describes the two-level supply chain that is studied in this

123



1352 J Intell Manuf (2012) 23:1351–1364

paper. Section “Supplier selection” devises an approach
of supplier selection to mitigating the risk of informa-
tion leakage caused by inferences in a two-level supply
chain. Section “Example” presents an example by apply-
ing our approach to a product in the process industry.
The last section concludes the paper and indicates future
work.

Related work

Information leakage is one type of risk in a supply chain.
Based on our previous research on the modeling and evalu-
ating of information leakage in a supply chain (Zhang et al.
2011; Sun et al. 2010), this paper aims to mitigate the risk of
leakage through optimal supplier selection. In this section,
we review the existing research in four related areas in the
context of (SCRM): risk management, information leakage,
information leakage prevention, and supplier selection.

Risk management in supply chains

SCRM is a relatively new and growing research area. Some
definitions of SCRM have been proposed by Giunipero and
Eltantawy (2004) and Juttner (2005). Juttner et al distin-
guished four basic constructers of SCRM: supply chain risk
sources, risk consequences, risk drivers, and mitigating strat-
egies (Juttner et al. 2003). Based on those four constructers,
four critical aspects of SCRM were identified: assessing the
risk sources, identifying the risk concept, tracking the risk
drivers, and mitigating risks. Recently, Neiger et al stated that
the purposes of SCRM research is to develop “approaches for
identification, assessment, analysis and treatment of areas
of vulnerability and risk in supply chains” (Neiger et al.
2009).

Svensson considered the vulnerability as a result of the
time- and functional dependencies between firms’ activities
and resources in supply chains, based on which he proposed
that the vulnerability may be measured and evaluated by four
principal dimensions, namely service level, deviation, con-
sequence and trend (Svensson 2000, 2002 ).

Juttner et al suggested that supply chain risk sources
fell into three categories: environmental, network-related
and organizational (Juttner et al. 2003). Mason-Jones and
Towil and Juttner used a classification of five categories:
environment, supply, demand, process and control (Mason-
Jones and Towill 1998; Juttner 2005). Lockamy III and
McCormack classified supply chain risk sources into three
categories: operational, network and external (Lockamy and
McCormack 2010).

Neiger et al proposed a methodology to identify process-
based risks in supply chains based on the principles of Value-
Focused Process Engineering (VFPE) (Neiger et al. 2009).

Zsidisin et al. conducted seven case studies to analyze supply
risk assessment techniques (Zsidisin et al. 2004). Lockamy
III and McCormack presented a methodology for analyzing
risks in supply networks to facilitate outsourcing decisions
associated with revenue impact (Lockamy and McCormack
2010).

Juttner et al. adapted four generic risk mitigating strate-
gies for single organizations to supply chains, namely avoid-
ance, control, cooperation and flexibility (Juttner et al. 2003).
Christopher and Lee suggested that improved confidence is
one key element in any strategy to mitigate supply chain risk
(Christopher and Lee 2004). Zsidisin and Smith conducted
a case study of an aerospace supplier and found that early
supplier involvement substantially reduced the likelihood of
supply disruptions of the supplier (Zsidisin and Smith 2005).
Khan et al addressed the importance of the impact of product
design on supply chain risk based on an indepth longitudinal
case study of a major UK retailer (Khan et al. 2008).

Current research in SCRM usually considers mainly risk
sources that may cause supply chain disruptions, such as
natural disasters, diseases, and political, social and econom-
ical emergencies and crises, while ignoring risk sources that
affect supply chains in a less visible manner, like information
sharing and information leakage, which are discussed in this
paper.

Information leakage in supply chains

In a literature review of information sharing in supply chains,
Lee and Whang showed that one manufacturer may leak con-
fidential information to a competitor through the business
practice of a common supplier (Lee and Whang 2000). In
the meantime, information leakage may also occur when one
supplier supports two competing manufactures (Anand and
Goyal 2009). Hoecht and Trott discussed the case where a
consultant working with multiple clients might use the best
practice they acquired from one client to the advantages of
other clients (Hoecht and Trott 2006).

Li’s research showed that the leakage effect might discour-
age retailers from sharing their demand information with the
manufacturer (Li 2002). However, Zhang claimed that no
information would be voluntarily shared between retailers
and the manufacturer; The retailers were willing to share
information completely and get side payment for the infor-
mation sharing when their information was statistically less
accurate or they benefited more from the effect of informa-
tion leakage (Zhang 2002).

In supply chains, information leakage may occur when
confidential information can be inferred from shared infor-
mation due to the inherent engineering relationships between
different pieces of information. Zhang et al examined the
issue of information leakage caused by inferences and pro-
posed a conceptual model of such information leakage in
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supply chains (Zhang et al. 2011). On the basis of their con-
ceptual model, they devised a quantitative approach to evalu-
ate the risk of information leakage caused by inferences when
a given amount of information is shared in supply chains.

Information leakage prevention

Legal, organizational, social and technical methods are often
used to prevent information leakage in supply chains. Exist-
ing technical methods can be roughly divided into four
categories: access control, sanitization/suppression, gener-
alization and Secure Multi-party Computation (SMC).

An excellent literature review of access control models for
general collaborative systems has been conducted by Tolone
et al. (2005). Consequently, in this section, we review only
those access control models that are relevant for prevention
of information leakage in supply chains.

Several access control models have been developed for
information sharing and collaboration in supply chains.
Leong et al proposed an access control model for a work-
space-oriented distributed Product Data Management (PDM)
system (Leong et al. 2003). Cera et al. (2004, 2006), and Kim
et al. (2006) integrated multi-resolution geometry and Role
Based Access Control (RBAC) model (Sandhu et al. 1996;
Ferraiolo et al. 2007) to a collaborative 3D assembly design.
S-RBDDAC (Wang et al. 2006) combines RBAC and crypto-
graphic methods to protect intellectual properties in collabo-
rative design. Trust is also considered in some access control
models (Chen et al. 2008).

In supply chains, companies may use heterogeneous CAD
software packages to produce CAD data in collaborative
assembly design (Shyamsundar and Gadh 2002; Chen et al.
2004; Kim et al 2004). Companies convert their CAD data in
incompatible formats into neutral CAD data, such as in STEP
format, to build the final assembly model of the product.

In the literature of privacy protection, Mun et al proposed
a skeleton model based method, which represents essential
data such as design specifications in an intuitive and explicit
manner while it does not reveal data related to intellectual
property contained in CAD models (Mun et al. 2009).

SMC protects confidential information by allowing users
to perform joint computation on multiple datasets while not
revealing information in these datasets (Yao 1986; Goldreich
et al. 1987; Lindell and Pinkas 2002). Atallah et al introduced
SMC into the area of preventing information leakage in sup-
ply chains (Atallah et al. 2003). They proposed several SMC
protocols for supply-chain interactions, such as capacity allo-
cation under various policies, and bidding and auctions under
both discriminatory and nondiscriminatory pricing.

However, in supply chains, information usually has to be
shared to facilitate collaborations between supply chain part-
ners. In most cases, the shared information is valuable only
when it is precise enough. Consequently, access control,

sanitization, generalization and SMC are usually not very
effective for preventing information leakage caused by infer-
ences in supply chains.

Supplier selection

Supplier selection can be considered as a decision-making
problem with many constraints such as cost, quality, risk and
so on (Kubat and Yuce 2010). de Boer et al. positioned exist-
ing literature of supplier selection into a framework that has
purchasing situations on one axis and phases in the supplier
selection process on the other axis (de Boer et al. 2001).
Aissaoui et al. focused on work that employed operations
research and computational models for the final stage of the
supplier selection process (Aissaoui et al. 2007). They pro-
posed different classifications of decision models existing in
the literature according to single or multiple sourcings, cri-
teria, items, periods, objectives, etc. Among all the problems
concerned with supplier selection, criteria and techniques for
the selection are the most critical.

The study of criteria for supplier selection can be traced
back to the 1960s. Dickson identified and ranked the impor-
tance of 23 vendor selection criteria based on a survey of
purchasing agents and managers from the United States
and Canada (Dickson 1966). According to Dickson’s study,
quality, delivery, performance history, warranties and claim
policies, production facilities and capacity, price, technical
capability and financial position are extremely or consider-
ably important.

Consequently, some recent research has tried to orga-
nize supplier selection criteria hierarchically or in network.
Kahraman et al gave four categories: supplier, produc-
tion performance, service and cost (Kahraman et al. 2003).
Huang and Keskar defined seven metric categories: reliabil-
ity, responsiveness, flexibility, cost and financial, assets and
infrastructure, safety and environment (Huang and Keskar
2007). Demirtas and UStun and Lee considered supplier
selection criteria under the Benefits, Opportunities, Costs
and Risks (BOCR) merits proposed by Saaty (Demirtas and
Ustun 2008, 2009; Lee 2009; Saaty 2004).

Many decision-making techniques have been applied
to supplier selection. A nonexhaustive list of these tech-
niques includes Linear Weighting, Analytic Hierarchy Pro-
cess (AHP), Analytic Network Process (ANP), Linear
Programming, Mixed Integer Programming, Goal Program-
ming,Multi-Objective Programming, Economical Order
Quantity (EOQ), Total Cost of Ownership (TCO), Data
Envelopment Analysis (DEA), Quality Fuction Development
(QFD), Structure Matrix (Chen and Huang 2007), Cluster
Analysis (Li et al. 2009), Case-Based Reasoning (CBR),
Genetic Algorithm, Neural Network, Rough Set Theory and
Fuzzy Set Theory (Carrera and Mayorga 2008; McCauley-
Bell 1999). Many integrated techniques, combining more
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than one techniques in the list above, were also developed
for supplier selection.

The model

Consider a two-level supply chain with one manufacturer
and n suppliers. Denote the manufacturer with s0, let S1 ≡
{s1, s2, . . . , sn} be a set of suppliers, and let S = {s0} ∪ S1.
The manufacturer s0 produces a product, which consists of
components. A component as an assembly may also consist
of sub components. Each supplier si ∈ S1 has the capabilities
of making particular components.

In a two-level supply chain, there may be suppliers in S1

who are potential competitors of the manufacturer s0. With-
out loss of generality, we assume that supplier s1 is a potential
competitor. To facilitate collaboration, the manufacturer s0

will share some non-confidential information with the sup-
plier s1. In the meantime, the manufacturer s0 tries to con-
ceal confidential information from the supplier s1. However,
since there are inherent engineering relationships among dif-
ferent pieces of information about the product, it is possi-
ble for supplier s1 to infer confidential information from the
shared non-confidential information and its knowledge of the
product.

In this context, shared information and confidential infor-
mation can be abstracted as “parameters”. A parameter is
an abstract information object that describes an attribute of
a system. It may be a product design parameter or any other
information object that can be described by a triplet (name,
actual value, working values), in which name is an iden-
tifier of the parameter, actual value is the value that the
parameter takes in the system and working values are the
values that if the parameter takes, the system’s performance
becomes lower but still acceptable.

In the two-level supply chain, the manufacturer s0 is the
holder of confidential parameters and tries to prevent them
from being revealed to supplier s1; supplier s1 is an infer-
rer who tries to acquire the working values of confidential
parameters protected by the holder s0.

Supplier s1 may obtain its knowledge of s0’s confiden-
tial parameters through three sources: its initial knowledge,
shared parameters and inferences. In this context, we can
model knowledge of parameters as probability distributions.
The manufacturer s0 can estimate supplier s1’s knowledge
obtained through inferences and evaluate the risk that its con-
fidential information is leaked to supplier s1 by the algorithms
devised in our previous work (Zhang et al. 2011).

If there is only one confidential parameter, the scenario
of information leakage caused by inferences in the two-level
supply chain can be derived as follows (as shown in Fig. 1).

Fig. 1 Information sharing and information leakage in the two-level
supply chain

(1) The manufacturer s0 knows the actual value of a confi-
dential parameter p0. It tries to prevent the actual value
of p0 from revealing to supplier s1 while it shares a set
of parameters Ps with s1 in some way.

(2) Supplier s1 does not know the actual value of p0. It
tries to acquire a working value of p0 by inferring on
the basis of its initial knowledge K0 and knowledge
obtained through the sharing of parameters Ps .

(3) The manufacturer s0 evaluates and mitigates the risk
of information leakage caused by modeling and esti-
mating supplier s1’s initial knowledge and knowledge
obtained through inferences.

There may be many methods that the manufacturer s0 can
take to mitigate the risk of information leakage caused by
inferences. In this paper, we will focus on supplier selection
as one approach to mitigating such risk in supply chains.

Supplier selection

In this section, we model supplier selection as an optimi-
zation problem where the manufacturer s0 tries to find an
allocation from components to suppliers that has minimum
cost while meeting the constraints of product structure, sup-
plier capability and risk of information leakage. A generic
process is provided to solve the optimization problem.

Essential component sets

The relations among the product, its components and rele-
vant assembly tasks can be described in an extended product
structure tree. There are two types of nodes in an extended
product structure tree, component nodes and assembly task
nodes. A component node represents a product or a compo-
nent whereas an assembly task node, which is introduced
into product structure tree for the purpose of simplifying
issues relevant to assembly activities, represents the task of
assembling its parent component (or an assembly). An edge,
connecting two component nodes, represents a parent-child
relationship between them. A parent component (or an
assembly) consists of all its child components. An edge,
connecting a component node and an assembly task node,
indicates that the component is assembled by the assembly
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Fig. 2 A basic block of a product structure tree [Source: Adapted from
Zeng and Gu (1999)]

task. According to Zeng and Gu (1999), a node of a prod-
uct structure tree can be defined as n(k, ik, jk−1), if the
node is at the ik th position in the k-th layer and its parent
node is at the jk−1th position in the (k − 1)-th layer. All
nodes together constitute a product structure tree recursively.
Figure 2 shows a basic block of product structure tree.
Figure 3 shows an extended product structure tree, which
describes the relations among major components and assem-
bly tasks of the product given in “Example”.

In this paper, an extended product structure tree is denoted
as T ; all nodes of T are denoted as NT ; the root of T is
denoted as r(T ). First, we define two functions that will be
used in Definition 1: nodes of a subtree N (n) and leaves of
a subtree L N (n).

(1) N (n) = NT ′ , where n ∈ NT , T ′ is a subtree of T and
r(T ′) = n;

(2) L N (n) = {n′ | n′ ∈ N (n) and n′ is a leaf node}.

Definition 1 (Essential Component Set (ECS)) T is a prod-
uct structure tree and r(T ) = n0, ∀N ⊆ NT , N is called an
essential component set of T , if it satisfies:

(1) ∀ni , n j ∈ N , i �= j, L N (ni ) ∩ L N (n j ) = ∅;
(2)

⋃
ni ∈N L N (ni ) = L N (n0);

Obviously, a product structure tree T has at least one
ECS. The ECSs of the product structure subtree shown in
Fig. 3 include {n0}, {n1, n2, n3, n4, n5}, {n1, n6, n7, n8, n3,

n4, n5}, {n1, n2, n3, n4, n9, n10, n11, n12} and {n1, n6, n7,

n8, n3, n4, n9, n10, n11, n12}.

Allocations

We use supplier capability function Fsc to describe a sup-
plier’s capabilities to supply components and component
supplier function Fcs to describe components’ possible sup-
pliers.

(1) For a product structure tree T , ∀s ∈ S, Fsc(s) = {n |
n ∈ NT and s can supply n}. Table 1 lists all suppliers
for the regeneration system of the natural gas dryer and
Table 2 gives a Fsc function.

(2) For a product structure tree T , ∀n ∈ NT , Fcs(n) = {s |
s ∈ S and n ∈ Fsc(s)}. Table 3 gives a Fcs function.

For the sake of simplicity, we assume that if a component
is allocated to a supplier, all its child components are also
allocated to the same supplier.

Definition 2 (Allocation) T is a product structure tree, NT

is the set of all nodes of T , N ⊂ NT , S is a set of suppliers.
A mapping Fa : N → S is called an allocation, if it satisfies:

(1) N is an ECS of T ;
(2) if Fa(n) = s, then n ∈ Fsc(s);

It is not necessarily true that there is such a Fa in all
cases; but with an additional condition “∃N , N is an ECS
and N ⊆ ⋃

si ∈S Fsc(si )”, it can be easily proven that Fa

exists.

Lemma 1 (Sufficient condition for existence of allocations)
If N is an ECS of T and N ⊆ ⋃

si ∈S Fsc(si ), then there exists
at least one allocation Fa : N → S.

Fig. 3 An extended product structure tree
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Table 1 Suppliers of the natural gas dryer

Supplier Description

s0 Manufacturer

s1 Competitor

s2 Blower supplier

s3 Heater supplier

s4 Cooler supplier

Table 2 Supplier capability function

Supplier s Fsc(s)

s0 n1, n4

s1 n2, n3, n5

s2 n2

s3 n3

s4 n5

Table 3 Component supplier function

Component n Fcs(n)

n1 s0

n2 s1, s2

n3 s1, s3

n4 s0

n5 s1, s4

Proof First, we construct a function F : N → S. For each
n ∈ N , since N ⊆ ⋃

si ∈S Fsc(si ), n ∈ ⋃
si ∈S Fsc(si ); so

∃s j ∈ S, n ∈ Fsc(s j ); let F(n) = s j .
Then we prove that F is an allocation. (1) N is an ECS

of T ; (2) ∀n ∈ N and s ∈ S, if F(n) = s, according to the
construction of F , we have n ∈ Fsc(s). F satisfies conditions
in Definition 2, so it is an allocation. ��

If Fa exists, then we say that Fsc is sufficient. The Fsc

given in Table 2 is sufficient. Table 4 lists all possible allo-
cations.

Based on Definition 2, we can prove that the conditions
given in Lemma 1 are also the necessary for the existence of
allocations.

Lemma 2 (Necessary conditions for existence of alloca-
tions) If there exists an allocation Fa : N → S, then N
is an ECS of T and N ⊆ ⋃

si ∈S Fsc(si ).

Proof First, if Fa : N → S is an allocation, N is an ECS of
T .

Second, if Fa : N → S is an allocation, ∀n ∈ N , ∃s ∈
S, n = Fsc(s).

Finally, since Fsc(s) ⊆ ⋃
si ∈S Fsc(si ), ∀n ∈ N , n ⊆

⋃
si ∈S Fsc(si ).

Table 4 Allocations

n F1
a F2

a F3
a F4

a F5
a F6

a F7
a F8

a

n1 s0 s0 s0 s0 s0 s0 s0 s0

n2 s1 s1 s1 s1 s2 s2 s2 s2

n3 s1 s1 s3 s3 s1 s1 s3 s3

n4 s0 s0 s0 s0 s0 s0 s0 s0

n5 s1 s4 s1 s4 s1 s4 s1 s4

Hence, N ⊆ ⋃
si ∈S Fsc(si ). ��

Theorem 1 (Necessary and sufficient conditions for exis-
tence of allocations) The necessary and sufficient conditions
for existing an allocation Fa : N → S are N is an ECS of T
and N ⊆ ⋃

si ∈S Fsc(si ).

This theorem holds on the basis of Lemmas 1 and 2.

The optimization problem

Intuitively, in selecting suppliers, one needs to look at the
component supplier function Fcs (see Table 3 for examples).
If there is only one supplier for a component, then that sup-
plier must be selected. When multiple suppliers may supply
the same component, a decision must be made. For instance,
the capability of s1 is overlapped with s2 because both of them
can provide the component n2 as is shown in Table 3. In this
case, either s1 or s2 could be selected for component n2. In
the mean time, according to Definition 2, if a component is
allocated to a supplier, then all its child components in the
product structure tree must be allocated to the same supplier.
For instance, the component node n2 overlaps with n6, n7, n8

as is shown in Fig. 3. We call the first case supplier capabil-
ity overlapping whereas we call the second product structure
tree overlapping. In short, the supplier selection problem can
be taken as a problem looking for the optimal allocation of
these two overlappings.

Figure 4 shows an example of product structure tree over-
lapping. The component set marked with the solid line over-
laps the one marked with the dotted line.

An allocation Fa can be described with a binary matrix A.
If there are m components or tasks and n suppliers, an allo-
cation matrix A = [ai j ]m×n can be constructed as following.

ai j =
{

1 if Fa allocates component or task i to supplier j
0 otherwise

(1)

If a set of components or tasks are allocated to a supplier, a
set of relevant information has to be shared with that supplier.
Therefore, given a private parameter and a supplier, we can
calculate the risk that the private parameter may be leaked to
the supplier under a specific allocation. For an allocation, all
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Fig. 4 An example of product structure tree overlapping

the risks that private parameters are leaked to suppliers form
a matrix R. If there are p private parameters and n suppliers,
matrix R will have p rows and n columns. The risk matrix
can be denoted as R = [rk j ]p×n , where rk j is the risk that the
kth private parameter is leaked to supplier j .

Given a private parameter k and a supplier j , we can define
a threshold tk j . If the risk that private parameter k is leaked
to supplier j is lower than tk j , then we consider the param-
eter sharing “safe”; otherwise, we consider it “unsafe”. The
thresholds for all combinations of private parameters and
suppliers form a risk threshold matrix RT = [tk j ]p×n . for
which R < RT if and only if ∀ k, j , rk j < tk j . To mitigate
the risk of information leakage, an allocation A should be
found that satisfies the constraint R < RT .

If component or task i is allocated to supplier j , the total
cost is ci j . For all components or tasks and suppliers, the costs
form a cost matrix C = [ci j ]m×n . From the perspective of
cost, an allocation A should be found that incurs the minimal
cost, which can be described as min

∑
i, j ci j × ai j .

On the basis of the discussion above, the optimization
problem of supplier selection can be described as finding an
optimal allocation A that satisfies

min
∑

i, j

ci j × ai j (2)

s.t. R < RT . (3)

The overall framework proceeds as follows (Fig. 5):

1. Find allocations according to the product structure tree
and supplier capabilities.

2. Given the private parameter, we can compute the risk
matrices, which represents the risk of information leak-
age caused by inferences, for each allocation.

3. Once we get the allocations and their corresponding
risk matrices, we can select the optimal allocation based
upon the objective function and the constraint shown in
Eqs. 2 and 3.

Fig. 5 Framework overview

In the end, the proposed framework can provide the man-
ufacturer the optimal allocation where both the cost and the
risk factors are taken into account.

Algorithm 1 can be used to solve the optimization problem
given in Eqs. 2 and 3.

Algorithm 1 Supplier selection
Input: The supplier capability function Fsc; the component supplier

function Fcs ; product structure tree T ; the logical dependency graph
G and parameter set Ps ; cost matrix C; risk threshold matrix RT ;

Outlput: The optimal allocation matrix;
1: Step 1: Find allocations;
2: Step 2: Calculate risk matrix;
3: Step 3: Find the optimal allocation.

In this algorithm, we firstly need to find allocations based
on product structure tree and supplier capabilities. Secondly,
we calculate the risk of information leakage caused by infer-
ences with the risk evaluation algorithm for each allocation
(Zhang et al. 2011). Finally, we find one or more allocations
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from components and tasks to suppliers that satisfy the con-
straints of product structure and supplier capabilities with
low risks of information leakage caused by inferences and
minimum operational cost.

The detailed procedures for Step 2 are given in Zhang et al.
(2011). The following present the algorithms for Step 1 and
3, respectively.

(1) Step 1: Find allocations
Algorithm 2 aims to find all possible allocations for
allocating components and tasks to suppliers while con-
sidering the product structure and supplier capabilities.
The input parameters are the product structure tree, sup-
plier capability function and component supplier func-
tion. The output is a set of allocations. This algorithm
calls on a subroutine to find all ECS’s and then gen-
erates the allocations based on Fcs . In Algorithm 2, at
line 1, Algorithm 3 is called to generate an ECS set by
using

⋃
si ∈S Fsc(si ) as an input parameter. At line 3,

we construct allocations by using component supplier
function Fcs . Take the Fcs in Table 3 as an example,
we can construct allocations shown in Table 4, which
is ECS {n1, n2, n3, n4, n5}.

Algorithm 2 Step 1: Find allocations
Input: Product structure tree T ; the supplier capability function Fsc;

the component supplier function Fcs .
Outlput: All allocations F̃a ;
1: Ñ ⇐ Find EC S(T,

⋃
s∈S Fsc(s))

2: for all ECS N ∈ Ñ do
3: Generate allocations {Fa} using N and Fcs ;
4: F̃a = F̃a ∪ {Fa};
5: end for

Algorithm 3, which is a recursive algorithm, can be
used to obtain a set of ECS’s and every ECS is a
subset of the input component set. Algorithm 3 takes⋃

si ∈S Fsc(si ) as the input parameter and it can find
every ECS that is a subset of supplier capabilities. There
are two input parameters: the product structure tree and
a component set. The following is an explanation of
Algorithm 3.

– At line 1, f lag is used to indicate the ending con-
dition of the recursion.

– Line 3 extracts a subtree C of M that takes Mi as
its root.

– Line 4–8 indicates that if both a node and its chil-
dren are all in the component set M , we need to
find the ECS recursively.

– In lines 11–14, before we add the component set
into ECS Ñ , we need to check if it can meet the def-
inition of ECS. We need to check if it already exists

Algorithm 3 Find ECS
Input: Product structure tree T ; component set M ;
Outlput: All ECS Ñ (The initial value is ø);
1: f lag = true
2: for all Mi ∈ M do
3: C = {Ci | Ci is a child of Mi in T }
4: if C ⊆ M then
5: f lag = f alse
6: Find ECS(T, {Mi } ⋃

(M\C))
7: Find ECS(T, C

⋃
(M\{Mi }))

8: end if
9: end for
10: if f lag then
11: if (M is an ECS) and (M � Ñ ) then
12: Ñ = Ñ ∪ M
13: end if
14: end if

in ECS Ñ since this recursive algorithm might pro-
duce the duplicate results.

(2) Step 2: Calculate risk matrix
For an allocation, a private parameter and a supplier,
the risk evaluation algorithm put forward in Zhang et al.
(2011) can be employed to calculate the risk of infor-
mation leakage caused by inferences. By comparing
risk matrices with the risk threshold matrix RT , allo-
cations that are “safe” can be found by considering the
risk of information leakage caused by inferences.

(3) Step 3: Find the optimal allocation
Using allocations, risk matrices and the cost matrix, we
can enumerate all the allocations and compute the cost
according to Eqs. 2 and 3. The complexity of enumera-
tion is O(n) (n is the number of allocations). Generally
speaking, an enumeration algorithm is feasible to find
the optimal solution. Still, genetic algorithm can also be
used in finding a good solution in practical applications.
Each allocation can be encoded as binary chromosome
while Eqs. 2 and 3 can be used as the cost function.

The complexity of algorithms

The complexity of Algorithm 1 is determined by the com-
plexity of its three steps: find allocation, calculate risk matrix
and find the optimal allocation. As was indicated in Zhang
et al. (2011), the complexity of Step 2 is O(n2) (n is the num-
ber of parameters). As was discussed in “The optimization
problem”, the complexity of Step 3 is O(n).

The complexity of Algorithm 2 depends on two factors:
the product structure tree and supplier capabilities. For exam-
ple, Table 5 shows the worst case of supplier capabilities
where every component can be provided by all of the sup-
pliers. In the case of Table 5, Algorithm 2 can produce the
most allocations for each ECS. In this case, we can assign
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Table 5 Full component supplier function

Component n Fcs(n)

n1 s0, s1, s2, s3, s4

n2 s0, s1, s2, s3, s4

n3 s0, s1, s2, s3, s4

n4 s0, s1, s2, s3, s4

n5 s0, s1, s2, s3, s4

n6 s0, s1, s2, s3, s4

n7 s0, s1, s2, s3, s4

n8 s0, s1, s2, s3, s4

n9 s0, s1, s2, s3, s4

n10 s0, s1, s2, s3, s4

n11 s0, s1, s2, s3, s4

n12 s0, s1, s2, s3, s4

Table 6 An example of full ECS (1)

Supplier s Fsc(s)

s0 n0, n1, n2, n3, n4, n5, n6, n7, n8, n9, n10, n11, n12

s1 ∅
s2 ∅
s3 ∅
s4 ∅

each component node in an allocation to n different sup-
pliers while n is the number of suppliers. Algorithm 3 is
called in Algorithm 2 to get the set of ECS. As we can
see from the pseudocode, the complexity of Algorithm 2 is
‖Ñ‖×‖E‖aver × K (‖Ñ‖ is the number of ECS; ‖E‖aver is
the average size of ECS; K is the number of suppliers).

The complexity of Algorithm 3 is determined by supplier
capabilities and the product structure tree.

Firstly, the ECS is computed using Algorithm 3. The size
of the input component set can affect the complexity of Algo-
rithm 3. The maximum size of the input component set is the
number of component nodes in the product structure tree.
Equation 4 shows the case of full supplier capabilities.
⋃

si ∈S

Fsc(si ) = NT , (4)

which means that every component node in a product struc-
ture tree can be provided by at least one supplier. Given the
product structure subtree shown in Fig. 3, Tables 6, 7, and
8 show examples of Eq. 4 where every component node in
the product structure tree can be made by at least one sup-
plier. In this case, Algorithm 3 can produce the following
ECS: {n0}, {n1, n2, n3, n4, n5}, {n1, n6, n7, n8, n3, n4, n5},
{n1, n2, n3, n4, n9, n10, n11, n12} and {n1, n6, n7, n8, n3,

n4, n9, n10, n11, n12}. In the case of Table 2, Algorithm 3
can find out only one ECS: {n1, n2, n3, n4, n5}.

Table 7 An example of full ECS (2)

Supplier s Fsc(s)

s0 n0, n1, n2, n3

s1 n4, n5, n6

s2 n7, n8, n9

s3 n10, n11

s4 n12

Table 8 An example of full ECS (3)

Supplier s Fsc(s)

s0 n0, n1, n2, n3, n4, n5, n6, n7, n8, n9, n10, n11, n12

s1 n0, n1, n2, n3, n4, n5, n6, n7, n8, n9, n10, n11, n12

s2 n0, n1, n2, n3, n4, n5, n6, n7, n8, n9, n10, n11, n12

s3 n0, n1, n2, n3, n4, n5, n6, n7, n8, n9, n10, n11, n12

s4 n0, n1, n2, n3, n4, n5, n6, n7, n8, n9, n10, n11, n12

Secondly, the complexity of the product structure tree
itself can also determine the complexity of Algorithm 3. We
can use the full k-ary tree, which is a tree in which every
node other than the leaves has k children, as the worst case.
Suppose that the depth of the full k-ary tree is )h, C(h) is the
number of ECS’s for the product structure tree T with the
depth of h.

C(h) = C(h − 1)k + 1 (5)

Note 1 (The maximum number for ECS of a full k-ary tree)
If n0 is the root of T , n0 has k child nodes, {n1, n2, . . . , nk},
and {n0} is an EC S of T , then the C(h) of each node is the
union of ECS of its subtree; i.e., C(h) = ⋃

1≤i ≤ k C(h−1).
Therefore, for a k-ary tree with the depth of h, C(h) =
C(h − 1)k + 1.

For a two-level supply chain, h = 3. From Eq. 5, the upper
bound of ECS for a k-ary tree is 2k + 1. Figure 6 shows how
the number of ECS increases with k.

In the worst case, the maximum number of ECS is C(3) =
2k +1, i.e., the complexity of ECS is O(2n) in the worst case.

Figure 6 reaches the worst case when:

(1) The product structure tree is a k-ary full tree;
(2) Supplier capabilities can cover every node in the k-ary

full tree (Eq. 4).

Given a k-ary full tree with the depth of 3, it is easy to
know that the total number of nodes is 1 + k + k2. It can be
seen from Fig. 6 that the C(h) would have a huge jump if
k > 28.

Also we know that the total number of nodes in a full 28-
ary tree is 813. Thus, Algorithm 3 can deal with a small to
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Fig. 6 The maximum number
of ECS (h = 3)
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Fig. 7 Product introduction

Table 9 Allocation matrices

F1
a

⎛

⎜
⎜
⎜
⎝

1 0 0 0 0
0 1 0 0 0
0 1 0 0 0
1 0 0 0 0
0 1 0 0 0

⎞

⎟
⎟
⎟
⎠

F2
a

⎛

⎜
⎜
⎜
⎝

1 0 0 0 0
0 1 0 0 0
0 1 0 0 0
1 0 0 0 0
0 0 0 0 1

⎞

⎟
⎟
⎟
⎠

F3
a

⎛

⎜
⎜
⎜
⎝

1 0 0 0 0
0 1 0 0 0
0 0 0 1 0
1 0 0 0 0
0 1 0 0 0

⎞

⎟
⎟
⎟
⎠

F4
a

⎛

⎜
⎜
⎜
⎝

1 0 0 0 0
0 1 0 0 0
0 0 0 1 0
1 0 0 0 0
0 0 0 0 1

⎞

⎟
⎟
⎟
⎠

F5
a

⎛

⎜
⎜
⎜
⎝

1 0 0 0 0
0 0 1 0 0
0 1 0 0 0
1 0 0 0 0
0 1 0 0 0

⎞

⎟
⎟
⎟
⎠

F6
a

⎛

⎜
⎜
⎜
⎝

1 0 0 0 0
0 0 1 0 0
0 1 0 0 0
1 0 0 0 0
0 0 0 0 1

⎞

⎟
⎟
⎟
⎠

F7
a

⎛

⎜
⎜
⎜
⎝

1 0 0 0 0
0 0 1 0 0
0 0 0 1 0
1 0 0 0 0
0 1 0 0 0

⎞

⎟
⎟
⎟
⎠

F8
a

⎛

⎜
⎜
⎜
⎝

1 0 0 0 0
0 0 1 0 0
0 0 0 1 0
1 0 0 0 0
0 0 0 0 1

⎞

⎟
⎟
⎟
⎠

Fa = {F1
a , F2

a , F3
a , F4

a , F5
a , F6

a , F7
a , F8

a }

Table 10 The relation between components and shared design para-
meters

Component Shared parameters

Blower Blower power, Delta P

Blower fan Blower power, Delta P

Blower motor Blower power

Cooler Cooler fan efficiency, cooler radiator heat
transfer rate, cooler motor efficiency, total
cooler fan pressure drop, cooler power

Cooler fan Cooler fan efficiency, total cooler fan pressure
drop

Cooler motor Cooler motor efficiency, cooler power

Cooler radiator Cooler radiator heat transfer rate

Heater Heater power, heater transfer efficiency

medium size product structure tree in the worst case. Fortu-
nately, most real industry cases do not reach the worst case
because most real cases cannot often meet Eq. 4; hence Algo-
rithm 3 can work for most real cases.

Table 11 Components and relevant parameters

Component Relevant parameters

n2 Blower power, calculated blower power, Delta P,
regeneration flow rate, mass flow rate

n3 Heater power, calculated heater power, heater
transfer efficiency, heater outlet temp,
regeneration flow rate, mass flow rate

n5 Cooler inlet temp, cooler fan efficiency,
calculated air quantity, cooler radiator heat
transfer rate, calculated cooler power, Cooler
motor efficiency, total cooler fan pressure drop,
cooler power, regeneration flow rate, mass flow
rate

Considering both Algorithms 2 and 3 together, the whole
complexity of allocation is subject to the complexity of prod-
uct structure tree and supplier capabilities.

To reduce the complexity of the Algorithms 2 and 3, rules
can be developed for a specific application to reduce the size
of

⋃
si ∈S Fsc(si ) according to specific products and supply

chains.

Example

In this section, we present the example of the regeneration
system of a natural gas dryer (Li and Geng 2008). A natural
gas dryer is a device to remove water from compressed nat-
ural gas. As is shown in Fig. 7, a dual tower natural gas dryer
has two chambers. Natural gas is dried by the desiccant in
one chamber while the desiccant in another chamber is being
regenerated.

The regeneration system consists of four major compo-
nents: blower, heater, dryer and cooler. The regeneration
system uses natural gas as the regeneration gas. First, the
blower is used to increase the pressure at the outlet of
the blower to force the regeneration gas to flow toward the
heater. The heater blower heats the regeneration gas to a high
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Table 12 Allocations, suppliers and the probabilities of information
leakage caused by inferences

s1 (%) s2 (%) s3 (%) s4 (%)

F1
a 100 1.82 2.07 2.77

F2
a 9.56 1.82 2.07 3.17

F3
a 100 1.82 2.14 2.77

F4
a 5.14 1.82 2.14 3.17

F5
a 3.04 1.18 2.07 2.77

F6
a 3.32 1.18 2.07 3.17

F7
a 2.73 1.18 2.14 2.77

F8
a 2.93 1.18 2.14 3.17

Table 13 Suppliers and risk thresholds

s1 (%) s2 (%) s3 (%) s4 (%)

Threshold 5 10 10 10

Table 14 Components, suppliers and costs

s1 s2 s3 s4

n2 2 3 100 100

n3 2 100 3 100

n5 2 100 100 3

temperature. When hot regeneration gas passes through the
dryer, it removes moisture from the desiccant. The cooler
separates the moisture from regeneration gas by condensa-
tion.

The design of the regeneration system is crucial to the
efficiency of the natural gas dryer. Hence, the manufacturer
wants to prevent the design parameters of the regeneration
system, including pressures, temperatures and flow rates,
from being revealed to its (potential) competitors.

We carry out the supplier selection according to the algo-
rithms introduced in “Supplier selection”.

(1) Step 1: Find allocations
Some parts of the example have already been intro-
duced in “Supplier selection”, like the product struc-
ture (Fig. 3), components, suppliers (Table 1), supplier
capabilities (Table 2) and allocations (Table 4). To find
the allocations, we call Algorithm 2 whereas Fig. 3 and
Table 2 are the input parameters for which the output
is allocation matrices (Table 9).

(2) Step 2: Calculate risk matrices
In this example, the manufacturer s0 is the holder
whereas the supplier and potential competitor s1 is the
inferrer. The design parameter Dryer OutletT emp is
the private parameter p0. What design parameters the

manufacturer shares with a supplier usually depends on
what components the supplier supplies. Table 10 gives
the relation between components and shared design
parameters.
Suppliers s1, s2, s3 and s4 may have a different ini-
tial knowledge of the parameters. Corresponding to
the supplier capabilities given in Tables 2 and 3, we
assign continuous uniform distributions, which range
from 0.7 × actual value to 1.3 × actual value, to
the initial knowledge of parameters relevant to com-
ponents that a supplier has the capability to supply. In
the meantime, continuous uniform distributions, rang-
ing from 0.4 × actual value to 1.6 × actual value,
are assigned to the other parameters in this example.
Table 11 gives components and their relevant param-
eters. The probabilities of information leakage caused
by inferences are computed by using the algorithm that
we introduced in another paper (Zhang et al. 2011). We
call that algorithm with Table 11, supplier information,
and the logical dependency graph built in that paper as
the input parameters.
The output of Step 2 is the probability of information
leakage. Table 12 gives the probability of information
leakage of the private parameter Dryer OutletT emp
caused by inferences for each combination of alloca-
tion and supplier. The results in Table 12 are obtained
when the parameters are shared with their actual val-
ues, and the working values of the private parameter
p0 are within the range from 0.99 × actual value to
1.01 × actual value.

(3) Step 3: Find the optimal allocation
Table 13 gives the risk thresholds used in this example.
Since Supplier s1 is a potential competitor, we assign
a lower threshold 5% than then threshold assigned to
other suppliers.
By comparing probabilities in Table 12 and thresholds
in Table 13, it is easy to conclude that allocations F5

a ,
F6

a , F7
a and F8

a are “safe”, considering the risk of infor-
mation leakage caused by inferences.
For each allocation in Table 4, we can calculate the
costs on component n2, n3 and n5. The total costs are 6,
7, 7, 8, 7, 8, 8 and 9, respectively, when the cost for each
combination of component and supplier is assigned as
given in Table 14.
Because {n6, n7, n8, n9, n10, n11, n12} cannot be pro-
vided by any suppliers according to the Table 3, they
are not included in the matrices. By using Tables 9,
12, 13, and 14 as the input parameters, we can get the
optimal allocation through an enumeration method or
a genetic algorithm. In the example, the output of Step
3 is that F5

a is the optimal solution. Figure 8 shows the
how the components are assigned to the supplier; Fig. 9
shows the risk value of supplier 1 in the allocation 2.
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Fig. 8 A screenshot of
parameters sharing

Fig. 9 A screenshot of the prototype

The prototype program consists of the following mod-
ules: (1) calculating partitions and allocations; (2) gen-
erating Logical Dependency Graphes, which generates
Logical Dependency Graphes from product parame-
ters and equations among them; (3) assigning prob-
ability distributions to product parameters, thereby
allowing users to assign probability distributions to
product parameters. The prototype supports three
types of probability distributions now, namely discrete

distributions, continuous uniform distributions and
normal distributions; (4) calculating the risks of infor-
mation leakage for each allocation.

Conclusion

In this paper, we have formulated the problem of informa-
tion leakage caused by inferences in a two-level supply chain,
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within which potential competition may exist between a sup-
plier and the manufacturer. On the basis of our previous work
on modeling and evaluating information leakage caused by
inferences in supply chains, we have here discussed how to
mitigate the risk caused by inference based on the risk evalu-
ation model by using supplier selection for such a two-level
supply chain. The problem is modeled as an optimization
problem, for which a generic solving process is presented.
The necessary and sufficient conditions for the existence
of allocations were also proposed in this paper. A practi-
cal example based on a product in the process industry has
been used to demonstrate our proposed method.

Currently, we are applying our approach to pylon/engine
design supported by five collaborating aerospace companies.
Besides the optimal supplier selection, we will consider a
greater number of possible approaches so as to mitigate the
risk caused by inference based on the risk evaluation model.
We also expect to extend our supplier-selection-based risk
mitigation method from the two-level supply chain model
herein discussed to include supply chains with other struc-
tures.
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